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Abstract. Cinematic Virtual Reality has been increasing in popularity the last 
years. Watching 360° movies with a Virtual Reality device, viewers can freely 
choose the viewing direction, and thus the visible section of the movie. In order 
to ensure that the viewer observes all important details, we investigated three 
methods of implicitly guiding the attention of the viewer: lights, movements, and 
sounds. We developed a measurement technique to obtain heat maps of viewing 
direction and applied statistical analysis methods for spatial data. The results of 
our work show that the attention of the viewer can be directed by sound and 
movements. New sound induces the viewer to search for the source of the sound, 
even if not all participants paid attention to the direction of the sound. In our 
experiments, lights without movements did not draw more attention than other 
objects. However, a moving light cone changed the viewing direction considera-
bly. 

Keywords: Cinematic Virtual Reality; 360° movie; guiding attention; spatial 
sound; directing gaze. 

1 INTRODUCTION 

360° movies are attracting widespread interest and have many possible applications, 
e.g. telling stories about exciting locations in the world or ancient places of interest in 
history. Especially, museums and other educational institutions can take advantage of 
this. 

In Cinematic Virtual Reality (CVR) the viewer watches 360° movie using a Head 
Mounted Display (HMD) or other VR devices. Thus, the viewer is inside the scene, 
and can freely choose the direction of view. Accordingly, the viewer determines the 
visible section of the movie – the field of view (FoV). Therefore, it is not always pos-
sible to show the viewer what is important for the story. Several conventional filmmak-
ing methods for guiding the viewer’s line - such as close ups or zooms - are not practi-
cable in CVR. For other methods, it needs a closer analysis of whether they are suitable 
to direct the attention of the viewer to important details in a CVR environment. In this 
paper, we focus on some traditional alertness methods of filmmaking which we think 
are transferable to CVR: sound, lighting, and movements. 
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From film theory, we absorb the terms diegetic and non-diegetic. Diegetic cues are 
part of the scene – for example, a musician playing music. Non-diegetic cues come 
from outside – for example, film music or a voice over. The cues considered in this 
paper are diegetic cues. 

 
We want to investigate if diegetic cues are suitable for drawing the attention of the 

viewer. For this the following questions should be studied: 

• Which type of cues are more effective for guiding the attention: sound, light or 
movements? 

• Which combination of cues sound/light, light/movement, movement/sound are ef-
ficacious for guiding the attention? 

• Can a diegetic audio cue draw the attention of the viewer to it, even if it not in the 
field of view in the moment the cue appears? How important is the direction of the 
sound for guiding? 

• Can a diegetic moving cue draw the attention of the viewer to it, even if it not in the 
field of view all the time?  

For answering these questions, a short movie was produced, which was shown to 27 
participants.  The head tracking data were recorded for generating heatmaps and ana-
lysing the data. For finding significant hotspots spatial statistics methods were used. 

2 Related Work 

360° movies are not new and not only produced for HMD. Investigations for 360° vid-
eos on a desktop [1] and in full domes [2,3] provide general background information. 

Much research in recent years  has focused on presence  in VR environments 
[4,5,6,7] – these  results can be adapted to CVR.  Poeschl et al. [8] and Serafin [9] have 
shown that spatial sound is important for a high level of presence in virtual environ-
ments. In our study, we concentrated on guiding the attention of the viewer. However, 
we considered the results of these investigations and endeavoured to ensure that our 
methods do not interfere with the presence. 

Syrett et al. [10] have discovered that some viewers feel distracted by the freedom 
to choose the viewing direction.  In their experiments, it happened that important parts 
of the storyline were missed. In the literature [11,12,13] several methods for guiding 
the viewer are explored for non-VR environments, such as salient objects, sounds, 
lights, or moving cues. Our work examines how this can be adapted to CVR, even if an 
object is not in the FoV of the viewer. 

Van der Burg et al. [14] showed that audio cues (pop) synchronized to a salient visual 
cue (pip) reduces the search time, even if the audio cue does not have any location 
information. Emil R. Høeg et al. [15] enhanced this experiment to Virtual Reality with 
sound cues from the same direction as the visual cue. They demonstrated that binaural 
cues lead to shorter search times, even though the visual cue was not always visible at 
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the moment the audio cue was presented. In the experiments, the participants were 
given a search task in an abstract VR environment. In our study in comparison to 
[14,15], we move closer to a real cinematographic setting by using a realistic scene 
instead of abstract symbols and by not giving a concrete task to the participants but 
letting them choose freely what to do next. 

Several investigations are focused on non-diegetic methods. Lin, et al. [16] com-
pared two focus-assistance tools. The first one, an autopilot, adjusts the field of view 
automatically, so the viewer can see the target. The second tool uses visual signs that 
show the direction which the viewer should follow. Both tools assist the viewer to find 
an intended target. Questionnaires were used for investigating ease of focusing, pres-
ence, and discomfort. The results illustrate that the preferred method depends on the 
viewer’s preferences and the content of the movie.   

Brown, Cullen, et al. [17] describe several gaze attraction techniques for VR which 
are also useable for CVR: two guided camera techniques and two voluntary distractor 
methods. The first technique is a scene transition by fading out the previous scene and 
fading in the subsequent scene with the important section in the FoV. The second 
method is a forced camera rotation, similar to the autopilot of Lin, et al. [16]. The au-
thors expect disruption and disorientation of the viewer through this method. Addition-
ally, two distractor techniques are described. First, a firefly drifts in the FoV until the 
viewer changes the viewing direction to the target following the firefly. Secondly, spa-
tial sound is used for guiding the attention. The investigations are not finished yet and 
the results not published. 

Few researchers have addressed how to guide the viewer’s attention in CVR by die-
getic cues. In 1996 Pausch et al. [18] examined how the attention of the viewer can be 
drawn to a desired spot. For that, they used the characters as diegetic cues. Similarly, 
Sheikh et al. [19] connected several diegetic cues (motion, gestural, and audio cues) to 
the main character of a scene. In the experiment, the cues with an audio component 
were more helpful than just visual cues, even if the sound was not fully spatialized. 
However, the main character of a movie attracts more attention, in general, even with-
out any special cues. In our approach, we investigate if it is possible to guide the view 
with cues connected to neutral objects that the viewer has not seen before.  

Nielsen et al. [20] compared a diegetic cue (firefly) with a non-diegetic cue (forced 
rotation) and no guidance. Using a questionnaire, they figured out that the diegetic cue 
(firefly) was more helpful than the non-diegetic cue (forced rotation). Furthermore, the 
results demonstrate that the non-diegetic cue may decrease the presence. 

For determining which cues attract the attention of the viewer and can change the 
viewing direction, we decided not to use questionnaires. Instead, the head direction was 
recorded and evaluated to obtain more precise results. For this, we developed a tool that 
generates heatmaps for every timecode in the movie. 
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3 Methods 

Material 

To investigate whether diegetic cues can guide the attention of the viewer, we pro-
duced a movie which contains various diegetic cues 

• sound from a certain direction (s) 
• lighted objects (l) 
• movements of stationary objects – for example swinging (m) 
• locomotive objects - movements with change of position (lo) 

In the scenes which are relevant for the test, the sound is spatial and connected to 
visual objects. In the scenes which are used for randomizing the viewing direction, the 
sound is not spatial. 

The field of view of every viewer was recorded, so it was possible to evaluate if the 
view was influenced by the cues. For every timecode of the movie a heatmap was gen-
erated.  

Participants  

27 Participants (10 women and 17 men) watched the movie with a head-mounted 
display (Samsung Galaxy S6 with google cardboard) and headphones (Ultrasone HFI 
780). The voluntary participants were in the age between 16 and 73 (mean=40). One 
participant was a sound engineer and was removed from the data set. He explored how 
spatial sound worked in the test environment by unusual head movements. In the con-
cluding interview, we noticed that his attention was not on the movie. 

We chose a within-subject test design – all participants watched the same movie. 
Standing they turned head and body to watch the movie. There was no special task, 
they should look around and follow the objects they are interested in.  

After watching the movie, a short interview was conducted. The participants enu-
merated the objects which they could remember spontaneously. Afterward, they were 
asked whether they have seen the other objects or not. Our research did not investigate 
the influence on cognitive assimilation, however this additional information helped to 
interpret the measured data. 

Movie 

The movie consists of 4 sections. The sections are separated by a neutral scene: a 
forest which looks similar in every direction (Fig.1), the sound is not spatial.  This scene 
makes sure that the viewing direction at the beginning of the next scene is random. 
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Fig. 1. The forest separates the tests scenes to make the viewing direction for the start of the next 
scene random. 

All the other scenes are of the same place - a mystery kitchen of an old castle (Fig. 
2). Objects with different cues appear and disappear from time to time. The sound in 
these scenes is spatial and connected to the appearing objects. We used Unity for at-
taching the sounds to the objects in the movie. 

 
Fig. 2. The place of the test scenes 

In the first part of the movie (scene 1 and 2) the objects do not change their positions. 
Objects with movements are swinging or flickering. Other objects are lighted or con-
nected with sound. All the objects are there from the start to the end of the scene. It was 
investigated if these objects can attract the attention of the viewer.  

The aim of the second part (scene 3 and 4) is to evaluate if we can modify the viewing 
direction of the participant by objects, which are not necessarily in the FoV at the 
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beginning. In scene 3 objects are associated with sounds. In scene 4 we use locomotive 
objects. 

In the first scene, the investigated objects are connected to only one cue. There is 
one moving object (m), one object with spatial sound (s), and one lighted (l) object in 
the room.  

In the second scene, every object is provided with two cues: 

• a lighted moving object (m,l), 
• a moving object with spatial sound (s,m), 
• a lighted object with spatial sound (l,s).  

Thus, all combinations of the three methods are in the scene. Fig. 7 shows the ar-
rangement of the objects. 

In the third scene, we explored if it is possible to change the direction of view using 
objects with sounds. For this, several objects with and without sound appear and disap-
pear in the kitchen. At the beginning, there is a ticking alarm clock followed by a whis-
tling tea kettle and a cuckoo clock at different positions. Subsequently, two phones – 
only one with sound - appear. After they have disappeared again, a gramophone (with 
sound) and an old record player (without sound) are visible in the kitchen – succeeded 
by an old radio. The objects are positioned at several positions (Fig. 3) and not always 
in the FoV of the participants. All the sounds are spatial. 

 
Fig. 3. The Arrangement of the objects in the room, the shaded segment shows the size of FoV 
(60°), the numbers show the sequence of appearing: 1-alarm clock, 2-kettle, 3- cuckoo clock, 4-
phone (4)-silent phone, 5-gramophone (5)-silent record player, 6-radio 

The fourth scene explores locomotive objects changing their position (lo) with and 
without additional cues. We tested three different methods for guiding the view to an-
other direction: 

• locomotive object without sound – feather (lo) 
• locomotive light without sound - light cone (lo, l) 
• locomotive object with spatial sound – bee (lo, s) 
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Statistical evaluation 

In a first step, we inspected the heatmaps for relevant timecodes in the movie. We 
found several hot spots which had to be verified for significance. Therefore, we used 
spatial statistical methods. 

The collected data are point incident data.  Point incident data are points connected 
to an event – in our case the viewer looked to this point. We were interested in signifi-
cant clusters. To find such clusters, we used the Getis-Ord Gi* statistic [21] – a spatial 
statistic method for examining spatial data. This statistical method requires values for 
the investigated points. In order to use this method, the incident data were aggregated 
and incident counts established. The incident counts – in our case the number of views 
- are the attribute values which are analyzed by the method.  

The Getis-Ord Gi* statistic is given as: 

𝐺𝐺𝑖𝑖∗ =  
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To apply this statistical method, the GIS software ArcGIS Pro was used. For every 

point in the incident data set, the p value was calculated and can be displayed by double-
clicking on the point. The p value is the probability that the observed pattern was cre-
ated randomly. A small p value means that the pattern is most likely caused by a cluster. 
Segments with p values smaller than 0.01, which means 99% confidence, are displayed 
in red. Fig. 4 shows the color for the different confidence levels. These legend is used 
for interpreting the results in the next chapter.  

           ColdSpot – 99% Confidence 
           ColdSpot – 95% Confidence 

ColdSpot – 90% Confidence 
Not Significant 
HotSpot – 90% Confidence 
HotSpot – 95% Confidence 
HotSpot – 99% Confidence 

Fig. 4. Legend for the significance test of the hotspots 
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4 Results 

Scene 1 

In the first scene three objects with one cue were examined: socket (lighted), ladle 
(moving/swinging), dripping water (sound). Fig. 5 demonstrates the locations of the 
objects in this scene. 

 
Fig. 5. Objects with one feature: socket - light (l), ladle - movement (m), water – sound (s) 

We could not observe any greater attention to one of the cued objects. As can be 
seen in Fig. 6 the hot spots were distributed over the whole room, except the bottom 
and the ceiling.  

The significance test (Fig. 6, right) showed limited hotspots. The sound object and 
the moving object each have a significant cluster. At the position of the light (not mov-
ing), there was no significant cluster. Instead there were clusters on other objects. 

The scene takes 17s (0:20-0:37). In the interview, socket and water were listed by 
only 3 persons. The ladle was swinging until the end of the movie and enumerated by 
16 participants. In a detailed review of the data, we saw that most people inspected the 
ladle later for a longer time, not in the first scene. 

 

 

 

Fig. 6. In scene 1 many little hotspots were generated 
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Scene 2 

The second scene has three cued objects:  a flickering lamp (m,l), a pot on the fire 
(s,m), and a ticking clock (l,s). The arrangement of the objects is displayed in Fig. 7. 

 
Fig. 7. Objects with two cues: lamp (m,l), pot (s,m), clock (l,s).  

As can be seen in Fig. 8, two significant hotspots arose around the objects with 
sounds (fire, clock). The lighted flickering lamp (without sound) was not recognized 
by the participants. In addition to the absent sound this could be due to the position of 
the lamp. It is located higher than the other objects. 

The scene takes 18s (0:49-1:07). No participant mentioned the lamp, the fire was 
listed by 18 people and the clock by 12. 

 

 
 

 

Fig. 8. There are hotspots on the fire and the clock, but no hotspot on the lamp. 

Investigating the beginning of the scene (0:50-0:52) we discovered that most partic-
ipants first looked to the fire.  

Scene 3 

In the third scene, several objects with spatial sounds appear and disappear. It starts 
with a ticking alarm clock, 10s later added by a whistling tea kettle and after another 
10s by a cuckoo clock, all at different positions (Fig. 9). 
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Fig. 9. Position of the first three sound objects in Scene 3. 

For each of these objects, most participants changed the viewing direction when the 
objects with sound appeared. As can be seen in Fig. 10 and 11 significant hotspots were 
generated in all three cases. 

 
 

Fig. 10. Heatmap and hotspot for the alarm clock  

 

 
 

 

 
 

Fig. 11. Left: hotspot for the whistling kettle, right: hotspot for the cuckoo clock 

Afterwards, two phones – only one with sound – appear (Fig. 12). Around both ob-
jects a hotspot has formed even though only one phone was ringing (Fig.13).  
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Fig. 12. Two objects: phone with sound (right), phone without sound (left) 

 
 

Fig. 13. Heatmap and hotspots for the phones with and without sound  

Analysing the data, we found out that the phone with sound has a stronger effect. In 
the interview, more people listed the ringing phone near the door, (11 participants) than 
the phone without sound near the window (8 participants). Seven participants listed 
both phones. 

In the next step, this experiment was repeated with other objects: a gramophone 
(playing an old melody) and an ancient record player (without sound). Even if both 
objects caused significant hotspots (Fig. 14), this time more people were looking to the 
sound object than in the test before. A reason for this could be that the gramophone was 
closer to the phone in the last test. Asking a participant, we got the answer that for him 
it was a learning process. He recognized the two phones in the test before. Therefore, 
this time he was looking for the object with sound. 
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Fig. 14.    Gramophone with sound (left), record player without sound (right), 2 seconds after the 
objects appeared 

In the final step of this test section, we increased the angle to the following object – 
to nearly 180° (Fig. 5). A radio appeared opposite the gramophone.  This time it took 
longer until the hotspot was built (Fig. 15 and 16).  

 
 

 
 

 

Fig. 15. Heatmap and hotspots for the radio -  2s after the radio appeared 

 
 

 

Fig. 16. Heatmap and hotspots for the radio - 5s after the radio appeared 

 

Scene 4 

The fourth scene includes locomotive objects (lo) with and without additional cues:  

• a feather (lo) 
• a moving cone of light (lo,l)  
• a humming bee (lo,s).  
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When an object reaches a target position a music instrument appears and starts play-
ing. The locomotive object disappears. The music instruments stay present and play 
until the end of the sequence. In this way, the scene is becoming more and more com-
plex – visually and aurally.  

 
Fig. 17. Moving feather.  The feather hovers from the starting point (SP) to the end point (EP) - 
it takes 20s 

The sequence starts with a moving feather (Fig. 17). Most participants followed this 
cue, even the time interval was relatively long (20s). In Fig. 17 the distance from the 
start point (SP) to the end point (EP) is illustrated. The heatmap and the significance of 
the hotspots can be seen in Fig. 18. 

 

 

 

Fig. 18. Heatmap and hotspots for the moving feather 

 
For the next test, we chose a bigger distance and time interval (47s). A light cone 

moves to the far side of the scene (Fig. 19). 
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Fig. 19. The moving light cone – one hotspot at the beginning of the test interval 

At the beginning of the test interval there was only one hotspot (Fig. 19). Later 
(around 10s) the participants were looking around, mostly to the playing instruments.  
Three hotspots were formed (Fig. 20). Nevertheless, mostly they returned back to the 
light cone and at the end of the movement there was only one hotspot again (Fig. 21).  

  

Fig. 20. The moving light cone – three split hotspots in the middle of the test interval 

 

 

Fig. 21. The moving light cone – hotspot at the end of the test interval 

The last test – a moving bee with sound - was shorter (10s). Thus, the covered dis-
tance was shorter, too. As a consequence, it was more difficult to identify if the partic-
ipants really followed the bee or were looking at the instruments, because the bee was 
flying from one instrument to the other one. Even if a hotspot was built, there is not 
only the bee in this area but also the instruments (Fig. 22). 
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Fig. 22. A hotspot around the moving humming bee 

Accordingly, for all three methods investigated in scene 4, significant hotspots were 
built around the cues.  

5 Discussion 

The presented results show that diegetic cues are useful for guiding the attention of 
viewers in Cinematic VR.  

In our first experiment (scene 1) applying the single cues simultaneously, we could 
not find a type of cue more efficient as the other ones. The hotspots are distributed in 
the room ((Fig. 6). A reason for that could be that the cues are subtle and not so flashy 
as in the next scenes. Furthermore, at the beginning of the movie all objects are new 
and cues have less effect.  

Comparing combination of two cues in our second experiment (scene 2), the combi-
nations including sounds (s,m) and (l,s) resulted in hotspots, but the lamp (m,l) was not 
noticed by the viewers. It needs further experiments if this result was influenced by the 
position of the object, which was higher than the others. In our study the combination 
of movement and sound had the most power for drawing the attention. 

Analysing the data of scene 3, we could find, that objects connected with sound can 
attract the attention of the viewer, even if they are not in the FoV in the moment the 
sound starts. This method, is more effective if the sound is coming from the direction 
of the object. However, it works also in other cases. Thus, the sound itself seems to be 
more important than the direction of the sound. 

In addition, moving objects can influence the viewing direction (scene 4). Even if 
the movements are for a longer period of time, viewers looking around in the meantime 
but mostly return to the movements. In our experiment the moving objects and lights 
guided the attention even without additional sound.  

In summary, we found the following results: 

• Objects connected with sounds attract more attention than without sound 
• Objects connected with sounds can guide the viewing direction even if the sound is 

not spatial or is coming from another direction 
• Moving objects or lights can guide the viewing direction even without any sounds 
• It is difficult to guide the viewer at the beginning of a new scene 
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• Non-moving lights had no effects in our tests. 

For finding these results we used heatmaps and spatial statistical methods for deter-
mining significant hotspots. In our interviews we experienced, that some people are 
afraid of missing something. Therefore, guiding can be helpful for making the enjoy-
ment of Cinematic Virtual Reality more enjoyable.  

Limitations 

In our research, we tracked the head movements – not the eyes. Through that, we 
could follow the viewing direction in general, however not in detail. This was sufficient 
for a first approach and the most experiments led to evaluable data. Tracking the eyes 
instead the head would give more detailed information.  

In the first scene of our tests the cues did not generate more attention than other 
objects in the room. We are not sure, if the reason is the weakness of the cues or the 
novelty of the room. In further tests we will replicate the first scene at the end of the 
movie. 

In the last part of our experiments – we investigated if the viewer follows the bee for 
a short distance - we can see only a hotspot in the middle of its flight. The bee was 
flying between two music instruments which were visible at this time and so most peo-
ple fixed the direction of the head between the instruments.  The flight of the bee was 
short and the viewers could follow it by moving their eyes and not their heads – so the 
instruments stayed in the FoV. In this case eye tracking would be helpful for the anal-
ysis. 

We tried to give the objects equivalent properties. However, sometimes there was 
an impact which we did not expect. It seems that objects in Cinematic Virtual Reality 
which are a little bit higher are not equivalent to objects straight ahead or a little bit 
lower. This might be due to the fact that we rarely look upwards in real life. 

Even if we randomized the direction of view between the sections, within the sec-
tions the objects were correlated. In our experiment, we tested the sequence of cues.  In 
the analysis of the data we found plausible additional assumptions which should be 
verified in further experiments where the cues are independent: 

• Objects with spatial sound from the side of the viewer attract attention more and 
faster than objects which lie behind the viewer 

• Higher objects attract attention less than objects ahead or below. 

Conclusion 

This research was our first step in investigating how a viewer can be guided in Cin-
ematic Virtual Reality. We showed that sound draws the attention of the viewer. How-
ever, also objects without any sound can be used for guiding the viewer to other direc-
tions. The participants followed a locomotive cone of light and also locomotive objects.  
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These results can be used for integrating diegetic cues in a movie for guiding the 
viewer to things which are important for the story. The investigated methods require 
the integration of cues in the movie. This is not always possible. The viewer should 
have several possibilities to find an own way in the story. In our future research, we 
plan to examine non-diegetic methods for viewer guiding which should not decrease 
the presence.  

In our research we looked for a method to analyze the collected data. Our data - the 
tracked FoV - are points on a sphere changing over time. Our approach using spatial 
statistical methods has proved of value and we will develop this method further in our 
research. 
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