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ABSTRACT
Rotating 3D objects is a difficult task on mobile devices, be-
cause the task requires 3 degrees of freedom and (multi-)touch
input only allows for an indirect mapping. We propose a
novel style of mobile interaction based on mid-air gestures
in proximity of the device to increase the number of DOFs
and alleviate the limitations of touch interaction with mo-
bile devices. While one hand holds the device, the other
hand performs mid-air gestures in proximity of the device
to control 3D objects on the mobile device’s screen. A flat
hand pose defines a virtual surface which we refer to as the
PalmSpace for precise and intuitive 3D rotations. We con-
structed several hardware prototypes to test our interface
and to simulate possible future mobile devices equipped with
depth cameras. Pilot tests show that PalmSpace hand ges-
tures are feasible. We conducted a user study to compare
3D rotation tasks using the most promising two designs for
the hand location during interaction – behind and beside
the device – with the virtual trackball, which is the current
state-of-art technique for orientation manipulation on touch-
screens. Our results show that both variants of PalmSpace
have significantly lower task completion times in comparison
to the virtual trackball.

Categories and Subject Descriptors
H.5.2 [User Interfaces]: Input devices and strategies, In-
teraction Styles

General Terms
Human Factors
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1. INTRODUCTION
Current graphics hardware for mobile devices now allows

for rendering sophisticated 3D scenes on mobile devices.
This capability is useful for gaming, but also allows imple-
menting CAD tools and other scenarios, such placement of
virtual furniture in a mobile AR environment or browsing an
online shopping catalogue in 3D. While it is now possible to
deliver useful 3D content on mobile devices, interacting with
this type of content is still challenging. Users not only face
the limitations of direct finger interaction on touchscreens
caused by the fat finger problem, i.e. occlusion and accu-
racy [17], but 3D content itself requires more than the two
degrees of freedom provided by touchscreens.

In this paper, we focus on one of the two fundamental
3D operations: the rotation within 3D scenes or of objects,
which is not adequately supported on current mobile devices.
The current solutions for use on (multi-)touchscreens, such
as the virtual trackball metaphor [6], only allow for an in-
direct mapping of 2D input gestures to 3D object rotation.
With the virtual trackball metaphor, an invisible sphere is
overlaid on top of the object. Using this approach the 2D
movement resulting from dragging the finger on the touch-
screen is mapped to rotation of the 3D object. However, this
technique has the drawback that the movement is mapped
indirectly to rotation.

To overcome the limitations of touchscreens, we propose
to interact around the device for manipulating 3D content.
Around-device interaction [11] allows separating the input
and the output of the mobile device by performing gestures
in proximity of the device. We extend this concept by en-
abling the space around the device for gestural interaction:
The gesture space is now delineated by the reach of the user’s
arm. We denote this reachable space as PalmSpace. This
is well suited for 3D interaction, because 1) it increases the
degrees of freedom for input, 2) it provides a finer control
as a larger interaction volume is available and 3) it allows
more natural interaction as 3D operations can be directly
mapped to 3D gestures. Using the space behind and beside
the device for gestural interaction has the advantage of being
occlusion-free, as the hand does not cover the device’s dis-
play, and provide a large input space. We refer to the spaces
behind and next to the device as BackSpace and SideSpace,
respectively.

We also propose a novel gesture for performing 3D rota-
tions called Palm Gesture. A user holds the device in one
hand and uses the non-holding hand to perform the gesture
in the PalmSpace. The user orients the palm of the hand,
which defines a plane, to manipulate the orientation of the



Figure 1: Using the pose of the flat hand behind the device
to freely rotate a 3D object. A depth camera is used to
determine the hand posture.

3D object/scene on the screen. This has the advantage to
introduce a direct mapping between the gesture and the 3D
operations, which is easy to understand and easy to learn
for novice users and efficient for expert users.

We propose that such interfaces can be facilitated with
depth cameras, which provide depth information for each
pixel. We present a proof-of-concept based on a depth cam-
era attached to an iPhone to capture the palm posture (Fig-
ure 1). We argue that it is reasonable to assume that man-
ufacturers will be able to equip mobile devices with depth-
sensing cameras in the future. In fact, some manufacturers
already equip mobile phone with stereo RGB cameras. 1

We conducted a user study to determine the preferred
hand poses for around-device gestural interaction. Based
on these results of we report the findings of a user study
comparing 3D rotation using SideSpace and BackSpace with
the virtual trackball [6] as a baseline. The results show
that both SideSpace and BackSpace are faster and obtained
ISO9241-9 ratings that are similar to the virtual trackball.

The remainder of the paper is structured as follows: we
present related work, detail the main underlying concepts of
the PalmSpace approach, describe our prototype implemen-
tation, report the results of a user study, and draw implica-
tions for future around-device interfaces.

2. RELATED WORK

2.1 Interaction on Mobile Devices
The interface of mobile devices is impoverish in compar-

ison with standard computers. Users directly interact with
fingers making precise selection difficult due to the large con-
tact area between the fingertip and the touchscreen. More-
over, the finger may occlude large parts of the screen. It is
related to the ”fat finger problem” [17]. Finally, the amount
of screen real estate is limited. These three limitations make
pointing tasks [19] or interaction with traditional widgets
(for interacting with 3D objects) difficult. Interaction on
the rear of the device [20] has the advantage of avoiding
occlusion on small touchscreens. For instance, LucidTouch
[20] adds a touch-sensitive surface to the rear of the device
and also allows the device to sense a hover state above the
rear touch-sensitive surface. However, the technique does
not allow 3D gestures and the input space is still limited.

1e.g. the LG Optimus 3D:
http://www.lg.com/uk/mobile-phones/all-lg-phones/
LG-android-mobile-phone-P920.jsp

2.2 Interaction Around the Device
An alternative consits in performing around-the-device in-

teraction [1, 11, 5, 9]. For instance, SideSight [1] uses IR
distance sensors to implement multi-touch input in the area
on the sides of the device, but only works when the device
is placed on a flat surface. In a similar way, HoverFlow [11]
allows simple hand gesture recognition above the device’s
screen, also using IR distance sensors. Harrison et al. [5]
and Ketabdar et al. [9] implemented around device interac-
tion by detecting a magnetic token that is worn on the user’s
hand with a magnetic field sensor. Such a sensor is present
in many current mobile devices. However, it is difficult to
derive precise 3D position information from these sensors
and force users to have a magnet on the finger. All these
techniques are based on an interaction in proximity of the
device. In contrast, PalmSpace allows users to interact in a
larger input space and focus on interaction with 3D content.

2.3 Interaction with 3D Content
Mobile interaction with 3D content is often implemented

using the device’s accelerometer and magnetometer (com-
pass). These sensors provide a reference orientation for the
3D objects, i.e. for augmented reality browser applications
such as Layar2. The advantage of using this sensor combi-
nation is that the 3D scene can be viewed and controlled
by holding the device with a single hand. Nevertheless, a
problem when interacting using this technique is that the
orientation of the display may not always be optimal for
viewing, due to the tilt required to control the application.
A study by Kratz et al. [12] has shown that using a virtual
trackball on a touchscreen for 3D rotation tasks on a mobile
device outperforms tilt-based control approaches. Hachet et
al. [4] use a regular camera to detect color codes on a piece
of cardboard for controlling a 3D object. This approach re-
quires markers in the camera view and does not allow for
rapid change between different gestures.

2.4 Interaction with depth sensors
PalmSpace is also related to interaction with depth cam-

eras and hand posture recognition. For instance, Kollorz et
al. [10] proposed an algorithm for static hand posture recog-
nition using a depth camera. These works mostly focus on
symbolic recognition of certain hand postures or gestures,
whereas this work emphasizes the use of the hand as a nat-
ural and continuous control mechanism for 3D content in
mobile applications.

Expanding upon the concepts just described, PalmSpace
uses the 3D space around the device for hand and finger
gestures without the need for additional tokens. To under-
stand the ergonomic limitations of gestural interaction in
this space, we implemented a 3D viewer application. It is
based on a “palm plane” metaphor to control 3D object ro-
tation (Figure 1).

3. INTERACTION IN THE PALMSPACE
We refer to the 3D space around the device that allows

manipulating 3D virtual objects via hand gestures as the
PalmSpace. One of the advantages of this approach is that
the 3D space behind and to the side of the device avoids
display occlusion and also achieves a close spatial corre-
spondence between virtual 3D objects and movements in the

2http://layar.com

http://www.lg.com/uk/mobile-phones/all-lg-phones/LG-android-mobile-phone-P920.jsp
http://www.lg.com/uk/mobile-phones/all-lg-phones/LG-android-mobile-phone-P920.jsp
http://layar.com


physical space around the screen. However, we also found a
number of critical aspects when designing gestures for this
space by analyzing the ergonomic properties of the inter-
action volume, the types of gestures that can be detected
robustly using a depth camera, as well as possible ways of
mapping the data obtained from the depth camera to the
virtual object control.

3.1 Interaction Volume
The interaction volume is bound by the pyramid-shaped

camera’s viewing frustum, i.e. its angle of view and depth
range. The corresponding interaction volume is further re-
stricted by the arm’s reach of the user. Furthermore, en-
tering and exiting the volume can be used as an implicit
clutching or “action selection” mechanism3).

3.2 Gesture Types
PalmSpace allows for the recognition of a wide variety of

gesture types. In this paper, we chose to implement rotation
gestures as a proof of concept that demonstrates PalmSpace
interaction. More complex gestures and input techniques,
such as pointing or palm-bending can for instance be imple-
mented using machine learning techniques such as skeletal
matching.

Nevertheless, there are two types of limitations which need
to be taken into account for PalmSpace interaction. The first
is that the depth-map image provided by the camera scans
the 3D volume from one perspective only and hence occlu-
sions can occur. This becomes an issue if multiple fingers
have to be tracked and one finger is hiding another while the
hand is rotating. Therefore, we focus on palm gestures in
which this kind of occlusion cannot occur. Secondly, there
are ergonomic constraints. In particular, rotations around
the wrist are only possible within certain limits and may be
uncomfortable and precision becomes an issue at the limits
of the wrist’s rotation range [15]. With the above in mind,
we propose the flat hand useful as continuous gesture, which
we implemented for our prototype and evaluated in the user
study. More precisely, the palm approximates a plane, which
yields two parameters: direction orthogonal to the plane
(surface normal) and distance to the camera center (origin
of the coordinate system).

Other types of hand gestures are to be explored in the fu-
ture – potentially with improved hardware – include finger
position and direction, palm bending, or general finger ges-
tures. This opens a large space of potential high-dexterity
gestures, however limitations of the depth camera have to
be considered in the design of suitable gesture sets.

3.3 Gesture Parameter Mapping
The presented gesture needs to be mapped to the orien-

tation of the manipulated virtual object. There are several
options to accomplish this. The first option is to link the
hand orientation to the virtual object, so users can change
the orientation of the object by rotating their hand. This
corresponds to absolute control, in which the hand orienta-
tion defines the orientation of the controlled object. This
mapping is very intuitive but limited, due to the rotational
ergonomic constraints of the hand and thus does no allow
complete, 360◦, rotations. A variant of this mapping is

3This has already been implemented for RGB cameras
and is available as a commercial library at http://www.
eyesight-tech.com

Figure 2: Hardware setup: The depth camera is mounted
on top of a mobile phone in a slightly downward angle. The
prototype is attached to a lanyard, such that it can be han-
dled comfortably.

scaled absolute control, which extends absolute control by
a rotational scaling factor. This enables full rotation of the
object with a smaller rotation of the hand, but it is likely
that scaling will degrade precision. An alternative is rate
control, which maps the angle between the initial and the
current hand pose to the rotational speed of the virtual ob-
ject. This allows to rotate the object completely, but it
needs to be done over time rather than defining the orien-
tation directly and is prone to overshoot. In fact, Oakley
and O’Modhrain [14] found that rate-control is significantly
slower than absolute control.

As alternative, the concept of absolute control can be ex-
tended using clutching. Here, the hand orientation is not
used to define the orientation of the virtual object abso-
lutely, but instead relative to the orientation of the object
and the hand at the time the clutching was engaged. This is
called relative control. This allows performing complete ro-
tation under the trade-off to use multiple gestures and thus
degrade performance, but preserves the intuitive mapping
as the virtual object follows the rotation of the hand once
the clutch is engaged. Engaging and disengaging the clutch
can be accomplished by moving the hand in and out of the
depth camera’s viewing frustrum.

4. PALMSPACE PROTOTYPE
We built a prototype system to evaluate PalmSpace inter-

action. The prototype consists of a depth camera mounted
on a iPhone (Figure 2), a mobile application and a PC that
performs computer vision to extract control inputs from the
depth images for use by the mobile application.

http://www.eyesight-tech.com
http://www.eyesight-tech.com


4.1 BackSpace and SideSpace Prototype
For depth imaging, we use a Mesa Imaging Swiss Ranger

4000 camera (SR4K)4, which uses modulated IR light to
determine the pixel depth values. Under optimal condi-
tions the camera achieves an absolute accuracy (deviation of
the mean measured distance from actual distance) less than
±10 mm and a repeatability (standard deviation of mea-
sured distances) of 4-7 mm. The camera has a resolution of
176 × 144 pixels and a horizontal and vertical field of view
(FOV) of 44◦ and 35◦, respectively. For close and/or highly
reflective objects, the image can become partially saturated
and provide no reliable depth information. The camera is
optimized for distances from 60cm to 4.40m, which is too far
for the intended PalmSpace setup. Using a low integration
time of 1.8ms and disabling some IR emitters using adhe-
sive tape, we decreased the minimal distance from hand to
camera down to 15cm at the cost of accuracy. At the mini-
mum distance the interactive area has a width of 12cm and
a height of 9.6cm.

The complete setup aims at mediating the currently bulky
hardware and simulating a system that is completely inte-
grated into the mobile phone. For the BackSpace prototype
the camera is attached above an iPhone 4 (upside down,
portrait orientation) via an iPhone dock in a 38◦ downward
looking angle (Figure 2). The SideSpace prototype consists
of the iPhone flexibly suspended from the top in landscape
orientation, for easier handling, and the depth camera at-
tached to the backside using adhesive tape. We had to use
different device orientations for BackSpace and SideSpace
due to mechanical reasons. For SideSpace we adjusted the
order of the rotation axes, so that the mapping from hand
pose to object rotation remained identical to BackSpace. In
order to relieve the user from the need to carry the addi-
tional weight of the camera, 510g, the prototype is attached
using a lanyard to a Manfrotto 420b lighting tripod. In this
way, the prototype hangs freely in front of the users and
they are not required to hold the relatively heavy setup.

The described setup allows the iPhone to be viewed and
handled comfortably, while the non-holding hand is free for
interaction behind or beside the prototype, respectively, in
the FOV of the camera.

4.2 Gesture Recognition Application
For the vision processing, we use a Dual-Xeon Quadcore

2.66GHz CPUs running Linux. The prototypical gesture
recognition application is written in C++ using the Swiss-
Ranger Linux Driver5 and the Point Cloud Library (PCL)[16].
The RANSAC[2] algorithm is used to estimate the rota-
tional parameters of the plane described by the user’s flat
hand on a downsampled image, which is segmented using
a depth threshold. The application estimates only the ro-
tation around the x- and y-axes as the z-axis could not be
reliably estimated using the camera setup. The estimated
Euler angles are transferred via UDP multicast to the iPhone
using a wireless router. On the hardware we are using the
application runs at 15 Hz.

4.3 Mobile Application
We developed an iPhone 4 application as a demo applica-

tion for the interaction concept and as a test application for

4http://mesa-imaging.ch
5The driver is available at
http://mesa-imaging.ch/drivers.php

(a) (b) (c)

Figure 3: The sequence of screens shown for each trial in
the user study. (a) Countdown screen that can be dismissed
with a tap. (b) Trial screen that shows the target object on
top and the controllable object at the bottom. (c) Feedback
screen that indicates success or failure of a trial.

the user study. The application allows rotating the Stanford
Bunny [18] in 3D using either a conventional touchscreen ap-
proach or PalmSpace gestures. Rotation via the touchscreen
is realized by a virtual trackball [6]. The trackball allows ro-
tation on all three axes by mapping the rotation input to a
3D Gaussian bell curve and converting the 3D translation on
the curve to a rotation relative to the Gaussian’s center as an
angle/axis pair [12]. For PalmSpace the mobile application
uses the Euler angles produced by the gesture recognition
application (see previous paragraph) to calculate a rotation
matrix for the Stanford Bunny.

Figure 3 shows the screens of the application: countdown
(a), trial (b) and feedback (c). The countdown screen can be
dismissed by tapping the screen. The top/right half of the
trial screen shows the target orientation of the object. The
bottom/left half of the screen shows the user-controllable
object.

During the study trials are served to the mobile device
via HTTP. Each trial is separated by a 5 second countdown
screen (Figure 3 (a)). When the countdown has reached
zero, the countdown screen can be dismissed by tapping on
the device’s screen, and the new trial begins. Once a trial
has completed, the device reports either success or failure of
the task (Figure 3 (c)) and the task duration to the server.

5. USER STUDY
In our user study, we compared BackSpace, SideSpace and

a touch-based virtual trackball for 3D rotation tasks.The
goal of the study was to show that BackSpace and SideSpace
outperform the virtual trackball and are also rated higher,
mainly because of the direct correspondence between palm
rotation in 3D space on virtual object rotation.

5.1 Pilot Study
Initially, the optimal placement of the hand relative to the

device was unclear to us. Within the design space we are
using, we identified three useful hand poses: hand in front
of the device (pfront), hand to the side of the device (pside)
and the hand behind the device (pback). Figure 4 illustrates
the proposed hand poses. To determine the preferred and
most comfortable pose, we conducted a pilot study with five
participants. We asked the participants to simulate interac-
tion in positions pfront, pside, pback as well as with the virtual

http://mesa-imaging.ch
http://mesa-imaging.ch/drivers.php


(a) (b) (c)
Figure 4: The hand poses we considered in the pre-study: (a) in front of the device (pfront), (b) beside the device (SideSpace,
pside) and (c) behind the device (BackSpace, pback).

trackball (ptrackball) as a baseline technique. After the par-
ticipants made clear that they understood the interaction
metaphor and the task to be accomplished, we asked them
to rate their comfort levels following ISO 9241-9, and to
provide a ranking of the techniques pfront, pside, pback, and
ptrackball. The results of the pilot study indicate that pside
is the preferred gesture-based technique. It was rated bet-
ter than pfront and pback for comfort and was unanimously
ranked higher than the competing gesture-based techniques.
Probably owing to familiarity to touchscreen-based interac-
tion, ptrackball was rated best for comfort and was placed
first in the ranking. The results of the main study, how-
ever, demonstrate the advantages of the gesture-based tech-
nique. Because hand pose pfront was rated lowest amongst
the gesture-based techniques and because it leads to occlu-
sion of the screen contents, we decided to drop this technique
in the main experiment.

5.2 Hypotheses
Having obtained insights into the preferred pose of the

hand relative to the device, we formulated the following hy-
potheses for our experiment:

• H1 BackSpace (pback) and SideSpace (pside) have lower
task completion times than the virtual trackball (pfront).
We presume that BackSpace and SideSpace achieve a
lower overall task completion time as those techniques
provide a direct mapping.

• H2 SideSpace (pside) has a lower overall task comple-
tion time than BackSpace.
We presume that SideSpace achieves a lower overall
task completion time than BackSpace as the results of
the pilot study revealed the hand pose of SideSpace is
perceived as more satisfying.

• H3 BackSpace (pback) and SideSpace (pside) are rated
worse with regard to required force than the virtual
trackball (ptrackball).
We presume that the PalmSpace techniques are rated
worse with regard to the required force as the virtual
trackball only requires small finger movements whereas
the PalmSpace techniques require to hold and move
the hand.

5.3 Experiment Design

In our main experiment, we compared touch (ptrackball)
with our gestural rotation techniques using poses pside and
pback. The experiment used a counterbalanced within-participants
design with interaction technique as the single factor. The
levels of this factor are SideSpace (pside), BackSpace (pback),
and virtual trackball (ptrackball).

5.3.1 Participants and Apparatus
We invited 5 male and 5 female participants (mean age 27,

age range 22-47), all of them were right-handed, and were
compensated with a voucher for their participation. None of
them participated in the pilot study. All participants were
experienced in touchscreen-based interaction with mobile
devices. For the BackSpace and SideSpace gestures the par-
ticipants used the mobile application and setups described
in Section 4. For the virtual trackball interaction they used
the same application, but the unmodified iPhone 4 only (not
suspended to the ceiling).

5.3.2 Procedure and Tasks
The user’s task was to rotationally align a 3D-object with

a presented target as fast as possible. The control object
and the target object were both Stanford Bunnies. The
user interface for the rotation task is shown in Figure 3 (b).
For each technique the user had to perform 24 trials. The
trials consisted of single and combined rotations around the
x-axis and y-axis with the Euler angles α and β. Before
conducting the trials with each interaction technique the
participants had approximately 5 minutes time to try out
and explore the technique.

In terms of human physiology [3, 13], the Euler angle α
corresponds to the flexion rotation of the human wrist, and
β corresponds to both pronation and supination. The hand
movements required to rotate around α and β are further de-
picted in Figure 5. Keeping within the detection capabilities
of our gesture-based system and the ergonomic constraints
of wrist rotation, we selected the following values in degrees
for α and β for use in our trials:

α ∈ {−50,−40,−35,−30,−25,−15, 0, 15, 20, 30, 50}
β ∈ {−70,−50,−40,−25,−20,−15, 0, 10}

For a trial to be completed successfully, the user had to
dwell for 300ms within a rotation distance [7] of Φε = 9.9◦,
which corresponds to a maximal offset of ±7 degrees for
α and β, respectively. The dwell time is included in the



↵
Figure 5: The Euler angle α is controlled by wrist flexion,
whereas β is controlled using pronation and supination.

completion times reported in the results section. If, after
30s the user had failed to achieve a rotation satisfying these
criteria, the trial was aborted and marked as unsuccessful.

5.3.3 Measured Variables
To evaluate the performance of BackSpace, SideSpace,

and virtual trackball for the rotational task, we measured
the time to completion for each trial and the number of tri-
als that could not be completed. In addition, the users had
to fill out a questionnaire after completing all trials for a
given technique. The questionnaire is based on ISO9241-9
[8]. At the end of the experiment the user was asked to fill
out an additional questionnaire, which asked to order the in-
teraction techniques according to their personal preference,
to rate the intuitiveness and to denote the most comfort-
able posture. Finally, the users had to indicate which input
technique they would be comfortable with using in public
places.

5.4 Results
In the following we present our observation on the inter-

action postures used by the test subjects during the exper-
iment, as well as the results for task completion times and
the user questionnaires.

5.4.1 Interaction posture
BackSpace (pback) and SideSpace (pside) require two handed

interaction as one hand needs to hold the mobile device and
the non-holding hand is used for interaction. In fact, this
posture was explained and shown to the participants. How-
ever, interaction with the virtual trackball (ptrackball) is pos-
sible one-handed using the thumb on the touchscreen as well
as using two hands, i.e. using one hand to hold the device
and one finger of the non-holding hand for interaction. For
this interaction technique the participants were neither in-
structed nor shown if interaction should be done one- or
two-handed. In the exploration phase before the test trials,
two participants first explored one-handed interaction, but
switched to two handed interaction as they found the thumb
to be too imprecise as well as to big with regard to occlusion.
All other participants directly used two-handed interaction.
In fact, all participants solved the virtual trackball trials
using two hands.

5.4.2 Task Completion Times
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Figure 6: Box plots of the task completion times by input
technique.

We recorded a total of 240 trials for each technique. Not
all trials were completed successfully. For BackSpace (pback)
20 trials (8.3%), for SideSpace (pside) 21 (8.8%) and for the
virtual trackball (ptrackball) 22 (9.2%) trials were marked as
being unsuccessful.

Of the successful trials, we obtained the following average
task completion times for BackSpace (pback) 6.09s, σ = 4.36,
for SideSpace (pside) 7.19s, σ = 5.6 and for the virtual track-
ball (ptrackball) 8.45s, σ = 5.82. A box plot of the results for
task completion time is shown in Figure 6.

A histogram analysis of the task completion data showed
a strong left skew of the task completion times. We log-
transformed the data to obtain an unskewed Gaussian dis-
tribution of the data. We conducted an ANOVA on the
log-transformed task completion data and found a signifi-
cant effect for input technique: F(2, 16) = 10.42; p < 0.001.
A Sidak post-hoc analysis indicates that the differences be-
tween each of the techniques are significant:

• BackSpace (pback) vs. SideSpace (pside): p = 0.04

• BackSpace (pback) vs. virtual trackball (ptrackball): p <
0.001

• SideSpace (pside) vs. virtual trackball (ptrackball): p =
0.037

Thus, H1 is validated as BackSpace and SideSpace show
lower average task completion times than the virtual track-
ball. However H2 could not be confirmed as BackSpace
shows significantly lower average task completion times than
SideSpace, even though SideSpace is the preferred input
technique of the pilot study.

5.4.3 User Evaluation
In the final questionnaire the participants were asked to

order the interaction techniques according to their personal
preference and their perceived intuitiveness. Figure 7 shows
the results. Employing the Kruskal-Wallius h-test, we could
neither find a statistically significant mean difference for per-
sonal preference (χ2 = .817; p = 0.665), nor for intuitiveness
(χ2 = 2, 030; p = 0.362).



Figure 8: The average ISO90241-9 ratings given by technique on a seven point Likert scale. The error bars indicate the
standard deviation.
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Figure 7: This Figure shows the number of rankings given
by input technique for preference, intuitiveness and posture.

After completing all trials for each interaction technique
the participants were asked to complete the ISO9241-9 ques-
tionnaire. Figure 8 shows the results. A Kruskal-Wallius
h-test shows a significant result for the overall effort (χ2 =
10.225; p = 0.006) as well as the required force (χ2 = 10.205;
p = 0.006). Thus, H3 is validated as the user perception of
required force and overall effort is different for the three in-
teraction techniques.

In public, 6 of the 10 participants would use BackSpace
and 4 would use SideSpace. The virtual trackball outper-
forms both PalmSpace variants as all participants would use
the virtual trackball in public places. However, it must
to be kept in mind that the participants encountered the
PalmSpace interface the first time whereas touchscreen-based
interaction is widely known and adopted.

6. CONCLUSIONS AND FUTURE WORK
In this paper we presented two new interaction techniques

for orientation manipulation of virtual objects for mobile

devices. We introduced the “palm metaphor”, which makes
manipulation intuitive and fast as the manipulated object al-
ways adopts the same orientation as the palm. The results
of the presented user study show that our prototypical im-
plementation performs very well with regard to performance
as well as user perception and intuitivity. Most notably, the
two presented variants of PalmSpace perform better than
the virtual trackball, which is the current state-of-the-art
solution for rotational tasks on mobile devices using a touch-
screen. Moreover, the PalmSpace might be extendable to
translation tasks as well. In this way it is reasonable to as-
sume that 6DOF are achievable using the palm metaphor,
which would make it fully suited for viewing and manipula-
tion of 3D objects as well as navigation in 3D environments
like in navigational tasks or gaming.
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