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Zusammenfassung

Fortschritte in der Sensortechnologie haben neue Wege der Interaktion mit Public Displays
möglich gemacht und Forscher nutzen diese um die Benutzerauthentifizierung zum Beispiel auf
Bankautomaten sicherer zu machen. Aber es ist unklar, wie diese Vielfalt an Modalitäten sich
miteinander vergleichen lassen im Bezug auf Usability und Security. Wir wollen diese Lücke
schließen, indem wir moderne Authentifzierungsmethoden und traditionelle Interaktionsmetho-
den für Pineingaben auf Situated Displays vergleichen, die Touch, Mid-air gestures und Gaze als
Eingabemodalität benutzen. Dazu haben wir zwei Laborstudien durchgeführt. Unsere Ergebnisse
zeigen, dass die Studienteilnehmer skeptisch gegenüber Mid-air gestures für Benutzerauthen-
tifizierung in der Öffentlichkeit sind. Die Eingabezeit durch Gaze hängt stark von der Imple-
mentierung und der Interaktionstechnik ab. Wir haben SwiPIN, ein modernes und sicheres Au-
thentifizierungsschema, benutzt für den Touch input. Es zeigte sich, dass diese zwar langsamer als
die traditionelle Pineingabe war, das Feedback von den Studienteilnehmer aber durchweg positiv
war, da es einfach, schnell und sicher war.

Abstract

Advancements in sensing technology have made new ways of interaction with public displays
possible and researches use them to make user authentication more secure, for example, on ATMs.
But it is unclear, how this variety of modalities compare to each other in terms of usability and
security. We want to close this gap by comparing modern authentication methods with traditional
interaction methods for PIN entry on situated displays, which use touch, mid-air gestures and gaze
as input modality. Therefore, we conducted two lab studies. Our results show that participants
are skeptical using mid-air gestures for user authentication in public. Entry time via gaze depends
very much on the implementation and the interaction technique. We used SwiPIN, a modern
and secure authentication scheme, for the touch input. Entry time of SwiPIN was slower than
traditional PIN entry, but the feedback of participants was throughout positive, because it was
easy, fast and secure.



Aufgabenstellung

Task Description

A variety of modalities have been proposed for secure user authentication in the past but it still
remains unclear how they compare in terms of usability and security.
The aim of this project is to compare several modalities for authentication on public displays.

Tasks

• Conducting a study of an already-implemented system

• Slightly adapting the system according to the outcome of the study

• Conducting a usability study and analyzing the data

Minimum requirements

• Previous experience in conducting user studies

• Basic knowledge in C#

• Previous experience with Eye Trackers and/or Kinect is a plus

Ich erkläre hiermit, dass ich die vorliegende Arbeit selbstständig angefertigt, alle Zitate als solche
kenntlich gemacht sowie alle benutzten Quellen und Hilfsmittel angegeben habe.

München, March 7, 2018
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1 INTRODUCTION

1 Introduction

An easy and convenient way for user authentication is by traditional personal identification number
(PIN) entry, for example, on touch displays of mobile devices. But also automatic teller machines
(ATM) or Point-of-sale terminals still rely on PIN entry to approve electronic transactions. But
it is known that this authentication method is prone to diverse side-channel attacks like shoulder-
surfing [14], thermal attacks [1] or smudge [45]. In the mean time, advancements in technology
and sinking costs have made new ways of interaction possible. For example, in addition to touch
input, equipping public displays with different cameras and sensors make interaction using the
eyes or mid-air hand gestures possible. Prior works tried to design and build secure, human-
centric authentication systems by using new input methods for user authentication, for instance,
via gaze[13] or mid-air hand gestures [5]. Novel interaction methods might increase the security
for user authentication on public situated displays. But this can happen at the cost of usability [33]
and eventually be less likely to be accepted by the user if a system is too complicated to handle.
Therefore, the choice of input modality for public displays depends on, for example, the use cases,
the environment and evaluating the advantages and drawbacks of each modality. But a literature
research showed that no prior works give an overview comparison for input modalities via touch,
mid-air gestures and gaze in the context of performance for user authentication on public displays.

We address this problem by comparing the performance of cue-based modalities for secure au-
thentication and traditional PIN entry for classical authentication. We explore how the modalities
compare to each other and their alternative implementations and present our results and findings.

The cue-based authentication scheme for this work is based on SwiPIN [40] and used touch,
mid-air gestures and gaze for input. Originally developed for mobile devices for touch gestures, it
was ported to situated displays and was also extended for the use by mid-air gestures and gaze. The
detection for mid-air gestures used the Microsoft Kinect, whereas the Tobii eye tracker detected
eye movements.

First, we conducted a study with 20 participants of an already implemented cue-based authen-
tication system. To compare it with established authentication schemes via traditional PIN entry,
we adjusted the software implementation to classical authentication using aforementioned modal-
ities and conducted a second study with 20 participants. For touch, users would have touched the
numbers on the touch screen, for mid-air gestures they would have wave their hands to move a
cursor on the display and for gaze users would have fixated a digit with the eyes for a certain dwell
time.

The evaluation of the results of both studies show:

• Authentication via SwiPIN is slower than traditional PIN entry but is still a viable option
due to acceptable entry times and error rates. Feedback of participants for SwiPIN were
also positive, saying it was fast, secure and easy.

• Cue-based mid-air gestures are more secure and perform similar compared to classical mid-
air gestures. But participants are skeptical of using mid-air gestures for authentication on
public displays, because performing them makes them feel embarrassed.

• Cue-based gaze is not viable yet due to high entry times but gaze using dwell time can be
an alternative

The thesis is structured as follows: Some background knowledge on public displays and au-
thentication is provided in chapter 2. Chapter 3 is dedicated to cue-based authentication using
touch, mid-air gestures and gaze. In this chapter we present the concepts of the input modalities,
followed by a description of the study. The results of the evaluation of the study are then re-
ported. The next chapter 4 uses the same methodology as in previous chapter but now for classical
authentication. Chapter 5 report significant differences of cue-based authentication and classical
authentication. Afterwards, chapter 6 discusses the results and insights gained from both studies.
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1 INTRODUCTION

Based on the challenges we faced during the studies, chapter 7 proposes future directions and some
research questions, which might be of interest. The thesis ends in chapter 8 with a conclusion and
a summary of the insights.
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2 RELATED WORK

2 Related Work

This section should give an overview about background and related work.

2.1 Public Displays

In this subsection we discuss what public displays are and how we can interact with them.

2.1.1 Definition

Public or situated displays are screens varying from small to large. They are deployed mostly
in public spaces or in public institutions. They can be used for authentication by using them as
touch screen monitors, like ATMs or vending machines. Another main purpose is the display of
information. They are used, for example, at airport terminals to show arrival and departure times,
or for advertisement purposes. With recent trends in technology like the Internet of Things (IoT)
or cloud computing, devices are getting more and more connected. For instance, public displays
in different places can be connected with each other to connect two locations [17] or content on
public displays can be transferred to mobile devices [28].

2.1.2 Interaction with Displays

Through new innovations and rapid advances in technology and with sinking costs at the same
time, new hardware sensors become affordable to the public. Cameras and sensors like eye trackers
from Tobii or the Microsoft Kinect One motion sensor, make new interaction modalities possible
for public displays [2, 31, 18].

The most common way to interact with public displays is by touch gestures. Previous work
[34, 3] explored people’s behavior in interacting with large multi-touch displays. Other work
focused on guiding users’ touch interaction [9] or attracting [27] users on public touch displays.

Due to low costs and wide availability of Microsoft Kinect, this motion sensor has gotten
attractive not only for consumers but also for researchers [46]. With the Kinect, interactive items
on large displays could now be manipulated not only by touch but also by mid-air hand gestures
[42, 41, 44]

Another interaction modality for public displays are gaze-based techniques. Users interact by
fixating on objects with their eyes for a certain dwell time [37].

An overview of other possible interaction modalities is provided, for example, in a paper by
Müller et al. [31]

2.2 Authentication

The definition of authentication in computer systems varies depending on the context used for
this term. One definition provided by the IAEA Safeguards Glossary focuses on the aspect of the
source of the data and if the data gathered is trustworthy [19].

Another definition focuses on the user: the process of authentication is required to assure that
the user is the one he claims the be by using mechanism to support that claim. According to [6]
user authentication on computer systems is described primarily by three factors:

• Knowledge-based factors (something you know), which includes personal identification
numbers (PIN), passphrases, etc.

• Ownership-based factors (something you have), for example one-time password tokens,
hardware tokens, bank cards, etc.

3



2.3 Challenges 2 RELATED WORK

• Inherence-based factors (something you are), this include biometrics like fingerprints, iris
scans, facial recognition, voice recognition, or also behavioral biometrics like keystroke
dynamics.

A fourth factor was introduced by Brainard et al. [6]: somebody you know, which uses human
relationships for authentication. If the provided credentials match with the data in the computer
system, the user is granted access to the system. This permission is also called authorization.

For this work, we only focus on knowledge-based authentication schemes.

2.3 Challenges

The choice of input modalities for public displays has an influence on the user experience but
furthermore, each input modality poses its own challenges. PIN entry by touch proved to be fast
and easy in the daily use for authentication on situated displays like ATMs or other devices for
electronic payments [40]. But in terms of security and privacy it is known to be prone to different
threat models. One of them is shoulder-surfing. It describes a threat scenario, in which the attacker
tries to obtain private and sensitive data like passwords or PINs by observing the user. For instance,
a user is trying to obtain money from an ATM and has to log in with his credentials. During the
authentication process, an adversary is standing behind the him and is looking over his shoulder
and can see what the user is typing. The topic of shoulder-surfing was investigated, for example,
by Eiband et al. [14]. Other more sophisticated attacks include thermal attacks [1] or smudge [45].
Another aspect is the usability. Sometimes public displays are far away and not easily to reach for
the user, or are blocked, for example, by glass windows. So, touch input is in this scenario not
suitable.

Interaction via mid-air hand gestures can be a viable option in those cases because users do not
need to touch the display. But as stated in [11] there are no standardized gestures for interacting
with public displays, thus resulting in many creations of gesture sets. Some of them would lead to
embarrassment [15].

Another alternative to touch is gaze-based interaction. But gaze-based input using dwell time
is not calibration-free and is known to have the "Midas Touch problem" [30]. For gaze-based
interaction, the eyes need to look at an object and manipulate it, thus the distinction of both actions
is important. If not, looking at a button, for instance, can simultaneously trigger a button, which
leads to unintended action.

But not only the choice of input modality, also deployment of the public displays presents a
challenge [29]. Mäkelä et al. proposed to take external factors including weather, events, sur-
roundings, space, inhabitants and vandalism into consideration for deployment [29].

2.4 Comparing Touch, Mid-air Gestures and Gaze

Since our authentication schemes used in this thesis were executed via single-modal input like
touch, mid-air gestures or gaze, we wanted to see if previous work already has explored and
compared them. A literature research indicates the following:

• Touch vs. Mid-air Gestures: Selection using mid-air gestures is slower and has higher error
rates than using touch input [20].

• Touch vs. Gaze: Interaction by touch seem to have better performance and to be more robust
than gaze [21], but this was reported in 2009 and technology has advanced since then.

• Mid-air Gestures vs Gaze: Gaze has a better performance than mid-air gestures, but at the
cost of more miss clicks and more failures [7].

4
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In this work, we compare the performance of touch, mid-air gestures and gaze in the context
of authentication. We also investigate, how cue-based implementations compare to traditional of
implementions aforementioned input modalities.

5



2.4 Comparing Touch, Mid-air Gestures and Gaze 2 RELATED WORK

6



3 CUE-BASED AUTHENTICATION

3 Cue-based Authentication

In this section the concept for cue-based authentication are explained, followed by a description
of the study and an evaluation of the results

3.1 Concept

The concepts used in this thesis for cue-based authentication using touch, mid-air gestures and
gaze are based on prior work [24, 40, 39]. We used an already implemented software implemen-
tation, which is also described in [24]. The following subsections give an overview on how the
three modalities work.

3.1.1 Touch-based Input

The concept for touch input used is based on SwiPIN. SwiPIN is a state-of-the-art authentication
scheme proposed by von Zezschwitz et al. [40] and was originally developed and optimized for
mobile devices. It is an approach to make classical PIN entry more resilient against shoulder-
surfing and does so by introducing visual cues, which include arrow-like symbols and colors, and
simple touch-based gestures. Unlike tapping the PIN numbers directly on buttons as in classical
PIN entry, users are required to keep track of the cues first. Then, they have to perform a gesture
at specific area depending on the cues.

There are four different arrow symbols: up, down, left and right. These arrows are integrated
into the buttons containing the digits. The block of PIN digits is divided into two areas, which
are marked by colors red and yellow. Two of the ten digits are colored, but have no arrows. The
combination of arrows and colors are then mapped to each PIN digits and they indicate which
gesture to perform. The design of SwiPIN allows five distinct gestures: swipe to the left, right, up,
down and tap. Figure 3.1 shows an example of a possible assignment of visual cues to PIN digit.
To enter number 1, for instance, the user has to make a swipe gesture from the left to the right
starting in the red box beneath the PIN keypad. If there are no arrows shown, the user is required
to tap the correct box. For instance, for number 5 the user has to tap the red box. After entering
each digit, the cues are shuffled and assigned again randomly to the PIN digits.

Figure 3.1: Touch-based authentication

7



3.1 Concept 3 CUE-BASED AUTHENTICATION

3.1.2 Mid-air Gestures-based Input

Prior work like [41, 42] have already explored mid-air gestures as an interaction modality for pub-
lic displays. Mid-air gestures have inherent advantages in scenarios, where only distant interaction
with displays are possible or where user have no direct access to the screen. Barriers like glass
windows are, for instance, placed between user and display. Another benefit is the hygienic aspect,
because no touching on the display surface is needed.

To use mid-air gestures for authentication, the concept of touch-based SwiPIN has been ported
to and adjusted for the use of mid-air hand gestures. At the beginning before entering any number,
the user has to hold their hands in a starting position, (see Figure 3.2). Like in touch-based input,
the digits contain cues in form of arrows and colors, which separate the PIN pad in two areas.
Red indicates that the user has to use the left hand, and the color yellow to use the right hand.
Furthermore, the arrows give a hint in which direction the user has to perform the mid-air swipe
gesture with the hand. If there are no arrows, the user is required to push the hand forward. For
example, if the user wants to enter number 5, he is required to use the left hand and make a mid-air
gesture upwards. After performing the gesture, the user has to move the hand back to the starting
position. Also, the visual cues of arrows are randomly assigned to the digits again.

Figure 3.2: Mid-air gestures-based authentication

3.1.3 Gaze-based Input

In order to detect eye-based input for cue-based authentication, an interaction technique called
Pursuits [39] was used for this modality. Eye movements can be distinguished into different types
of movements, Møllenbach et al. [30] categorized eye movements in three categories: Fixations,
Saccades and Smooth Pursuits. Our authentication method uses last-mentioned category. In prin-
ciple, Pursuits tries to match the trajectory of smooth pursuit eye movements with the trajectory of
the moving stimulus. A correlation function is then used to determine how similar gaze and stim-
ulus trajectories are. The challenge is to determine a threshold value, that balances accuracy and
speed. A low threshold value leads to faster interaction, but also a higher rate of false detection.
A higher threshold has the opposite effect: slower recognition time, but higher accuracy. A side
benefit of using Pursuit is, that no calibration is needed.

8



3 CUE-BASED AUTHENTICATION 3.2 Study

Therefore, unlike the aforementioned touch-based and mid-air based modalities, authentica-
tion by gaze does not use arrows or colors as cues, but instead it uses moving objects (the digits
itself) as visual cues, similar to the work by Cymek et al. [10]. The digits are moving in linear,
circular and sinusoidal trajectories 3.4. The Linear and the circular ones in particular were also
studied in prior work by Khamis et al. [22]. A variation of those basic trajectories in direction
path make it possible to distinguish the ten PIN digits. In order to select and enter a number, user
would have to follow the desired digit with their eyes. For instance, if the user wants to enter digit
5 like shown in Figure 3.3, he has to follow digit 5 in a circular trajectory.

Figure 3.3: Gaze-based authentication. Note: Arrows are not part of the user interface and are
only shown for illustration.

3.2 Study

In order to understand the performance of the different aforementioned authentication methods,
we conducted a usability study. The study was conducted between the September 1st 2017 and
September 6th, 2017 in the laboratory of the media informatics institute of Amalienstrasse 17.
The aim of the study was to reconduct the experiment from a previous work [24] using a more
advanced and more accurate eye tracker.

3.2.1 Experimental Design

The field study was conceptualized as a mixed design, which means two studies were conducted,
one for cue-based authentication and another for classical authentication (see Chapter 4.3) with
two different groups of participants. There are two independent variables: On the one hand there
is modality as the within-subject factor. Modality had three characteristics, which could either
be touch, mid-air gestures or gaze. On the other hand, the two groups were distinguished by the
between-subjects factor mode with the characteristics cue-based or classical. Each study itself
was carried out as a repeated measure experiment. Every participant had to perform all three
conditions: touch, mid-air gestures and gaze. Only one of the modes (for the first study only
cue-based) had to be performed. Therefore, a session was divided into three blocks. In each

9



3.2 Study 3 CUE-BASED AUTHENTICATION

Figure 3.4: Trajectories used for gaze-based interaction using Pursuits. Note: Arrows are not part
of the user interface and are only shown for illustration.

block, one of the three authentication methods was chosen. The selection was counterbalanced
by Latin square 3.1 to avoid influence from scheduling of the modalities, which can potentially
distort the results of the quantitative analysis. Participants had to complete all three blocks and
for each modality, 16 PINs had to be entered. After completing a block, the participant filled in
a non-weighted NASA Task Load Index (TLX) questionnaire to measure the perceived workload.
Once the participant had finished all three blocks of modalities they had to fill in a questionnaire
with 5-point Likert scale and open-ended questions about the three input methods. If there was
sufficient time left, an optional short semi-structured interview was conducted to gather more
specific insights about the performed authentication methods.

mid-air gesture gaze touch
gaze touch mid-air gesture
touch mid-air gesture gaze
touch gaze mid-air gesture

mid-air gesture touch gaze
gaze mid-air gesture touch

Table 3.1: Selection of modalities was counterbalanced by Latin square. Each participant was
assigned to one of the rows.

3.2.2 Apparatus

For detecting gestures from input sources like touch, mid-air hand gestures and eye movements,
different input devices were used to perform the three conditions of the study. An Acer T232HL
monitor was used as an authentication display, which showed the user interface. The resolution of
the LCD was 1920x1080 pixels with measurements of 23-inch widescreen, 60Hz refresh rate and
5ms reaction time. Another feature of the screen was the 10-point multitouch capability. Hence, it
also served as a device for touch-based inputs. In order to trace the eye movements of a person for
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3 CUE-BASED AUTHENTICATION 3.2 Study

gaze inputs, the Tobii REX eye tracker with a sampling rate of 30Hz was used. It was attached and
fixated beneath the screen with a velcro fastener. A cardboard also helped to adjust the angle of the
eye tracker to different heights of a person to ensure correct detection of the eyes, since different
users have different body heights and the tracking device having a limited operating distance.
In addition, a Microsoft Kinect One for Windows motion sensor with 30Hz sampling rate was
utilized for mid-air hand gesture detection. A laptop of the Lenovo ThinkPad T540p series with
Windows 8 was connected to a to the monitor via VGA and USB 3.0 connection. It was equipped
with the Microsoft Visual Studio 2015 as integrated development environment (IDE) and had all
device drivers and software development kits (SDK) already installed, like the Tobii Core SDK
for the eye tracker and the Kinect for Windows SDK 2.0. The software implementation was taken
from [24], which used C# as the programming language and was executed with the help of the
IDE. The technical setup can be seen in Figure 3.5.

Participants had to perform interactions at a distance of 60 cm for touch and gaze condition,
145 cm for the mid-air gestures. Markers were put on the floor to ensure that the participant sticked
to these distances. Predefined button sizes containing the PIN digits (64 pixels for touch, 152.3
pixels mid-air gesture) combined with the interaction distances resulted in 1.59 degree in visual
angles. For the gaze modality the visual angle of 4.97 degree was higher for the button size, which
was 200 pixels. The reason was to make sure that there was enough space for the trajectories [24].

In addition, a second laptop was used to fill in the NASA TLX and the questions in Google
Forms via a browser by the participant.

Figure 3.5: Technical setup for the study

3.2.3 Participants

Twenty people participated in the first study, seven of them were male and 13 were female. They
were recruited mainly through a mailing list for user studies by the university. The age ranged from
18 to 33 years with an average of 24.1 years (SD = 3.9) and the body height ranged from 147cm
to 183cm (M = 169.2cm, SD = 9.0). All participants had normal vision or had been corrected to
normal vision by visual aid. In detail, this means that seven of them wore eye glasses during the
experiment, three people used contact lenses and the rest did not use any eye-sight correction.

Eight out of 20 participants had no prior experience with motion sensors, the rest had already
used them from video game consoles like Nintendo Wii, Microsoft Kinect or through other studies.
Half of the 20 subjects had no previous experience with eye trackers, the other half had experience
through devices like Google Glass or Tobii eye tracker from previous studies.
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3.2 Study 3 CUE-BASED AUTHENTICATION

Participants received a 10 Euro Amazon Voucher or course credits for the 60-minute-long
study as compensation for their participation.

3.2.4 Procedure

Upon arrival participants were welcomed to the study and were requested to sign a consent form.
Before they could start testing and using the system, the instructor explained why the study was
conducted. It was also put emphasis on understanding the general idea of SwiPIN (see 3.1.1),
which all of the three cue-based authentication modalities are based on. Not apprehending the
idea of switching the cues would skew the results of the qualitative evaluation, because participants
would miss the aspect of added security.

Afterwards, a modality was chosen by using Latin square 3.1. Depending on the selection of
the condition, the instructor presented the authentication method to the participant first by opening
the application window and showed them the user interface. He then explained how to interact
with it in order to insert numbers. In case of the gaze condition, an additional calibration step
for the eyes was added to improve the performance. This was optional, because the software
implementation used smooth pursuit eye movements to enter digits, which made calibration theo-
retically unnecessary. But during the study, it turned out that if not calibrated, the selection time
for digits would have increased significantly or even led to no selection at all. In most cases this
issue improved after a new calibration.

Participants entered about three to five PIN codes for training to get familiar with the respective
modality. During these test runs, the participant was also corrected, if they performed the method
not accordingly. Data points gathered from these runs were excluded from the analysis.

Followed by the training was the actual task with 16 authentication attempts for each modality.
The typical authentication attempt is described as follows: The application announced a four-digit
PIN code through a speech API verbally. The PINs were chosen by a predefined set of random
PINs. After the announcement, a beep sounded, which signaled the start for the user to enter the
password. Errors were only shown after having entered all four digits. This means that they had
only one chance to enter the PIN code and could not correct wrong digits. If a wrong number was
entered, participants had to continue with the next digit.

When participants finished a block, they had to fill in a NASA TLX to evaluate and measure
the perceived workload. The template used for the NASA TLX can be found online [16]. This
procedure was repeated for all three modalities.

After being exposed to all conditions, participants had to fill in a questionnaire with a 5-point
Likert scale and open-ended questions about the three modalities. If there was sufficient time left,
a short semi-structured interview was performed, where users could add additional thoughts and
comments.

3.2.5 Measures

For each participant, three logfiles were created for each modality. These logfiles contained, for
example, participant identification numbers, position of the current PINs, expected PIN and en-
tered PIN, start and end timestamps for an authentication attempt. From these data entries, the
Levenshtein distance was calculated to see how far off the correct and the entered PINs were. Fur-
thermore the successful entry rate, which gives the percentage of correct PINs of all entered PINs,
was measured. Both, the NASA TLX scores and the questionnaire with 5-point Likert scale and
open questions were saved on excel sheets.

3.2.6 Limitations

Due to calibration problems with participant 15 in the gaze condition and unusual high error rates
in the mid-air gesture condition from participant 8 compared to the others, two data sets were
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Figure 3.6: Success rate of cue-based authentication

excluded from further quantitative analysis. These data sets were excluded for successful entry
rate, Levenshtein distance and entry time.

3.3 Analysis and Results

For chapters 3.3 and 4.5 we used a repeated measure Analysis of Variance (ANOVA) test, whereas
for chapter 5 we used a Two-way mixed ANOVA. The ANOVA tests used SPSS for statistical
analysis. In the following the results of the study are presented.

3.3.1 Successful Entry Rate

The successful entry rate of a modality is the percentage of all authentication attempts that users
completed successfully. In order to calculate the success rate, we compared the entered PIN with
the expected PIN. Then all successful entries were summed up. Then the resulting sum was
divided by the total number of entered PINs. After removing two participants. For each modality
we collected 288 valid data points (18 participants, 16 PIN entries each). Touch contained 21,
mid-air gestures 54 and gaze 52 authentication failures.

After pairwise comparison of the results (see Figure 3.6) we can see that authentication at-
tempts using the touch-based method yielded in the best success rate with 93%, followed by gaze
with 82% and mid-air gestures with 81%.

Two key factors influenced the outcome of the success rate. On the one hand software im-
plementation and hardware used in the studies played an important role, because recognizing the
users intended input correctly depended on these devices working and being calibrated appropri-
ately. On the other hand, it was also crucial that user performed the conditions properly. Both
factors were tested in the training runs before the actual task and, if it was possible, improved.

3.3.2 Levenshtein Distance

The Levenshtein distance is a distance function to measure, how similar two strings are. In our
case, we wanted to measure, how similar the entered PIN with the expected PIN was. For a 4-digit
code a Levenshtein distance of 0 means that both PINs match each other and therefore are equal,
whereas a Levenshtein distance of 4 means that no digit is matching. So for example, the expected
PIN code is 1337. If the user entered 1347 or 1338, we would have a Levenshtein distance of 1.
This means that the entered PIN is only 1 digit off compared to the expected PIN. A sequence of
1447 or 2338 would yield in a Levenshtein distance of 2, with two digits off the expected sequence.

Table 3.2 shows the relative and absolute distribution of errors categorized in the four possible
classifications of the Levenshtein distance from 1 to 4. The majority of unsuccessful authentication
attempts have a Levenshtein distance of 1 for all cue-based modalities. When entering a PIN code
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Modality
Distance

1 2 3 4

Touch 62% 38% 0% 0%
Mid-air Gestures 52% 24% 19% 6%

Gaze 79% 19% 0% 2%

Table 3.2: Distribution of incorrect PIN entries for cue-based authentication. Levenshtein distance
is a measure to compare entered PIN to expected PIN, for example, expected PIN of "1234" and
entered PIN of "1134" (or "1324") results in a distance of 1 (or 2).

Figure 3.7: Entry time of cue-based authentication. It should also be noted that the outliers were
removed using excel function to remove outliers. Otherwise, the results were more drastic. ***
means significance of p < 0.001

62% of the errors when authenticating with touch, over half of the wrong inputs of mid-air gesture
with 52% and 79% for gaze were only one digit off.

To see, if there was any significant difference in the Levenshtein distance between the modal-
ities, we ran a statistical analysis. ANOVA showed that there was a significant main effect of the
within-subject factor modality for Levenshtein distance, F(2, 34) = 4.99, p = 0.013 < 0.05. A
pairwise comparison using Bonferroni correction showed only for the pair Touch (M = 0.10, SD =
0.38) and Mid-air Gestures (M = 0.33, SD = 0.80) with p = 0.04 < 0.05. No significant difference
was found for Touch and Gaze (M = 0.23, SD = 0.53) with p = 0.07 and Mid-air Gestures and
Gaze with p = 0.64.

3.3.3 Entry Time

The mean entry time for Touch was 3.7s (SD = 1.0), which was faster than the mid-air gesture
condition with a mean entry time of 5.5s (SD = 3.9). The gaze-based input method performed
worst compared to the previous two methods with a mean of 26.3 (SD = 22.1). This is a factor of
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about 7x or 4.7x compared to touch or mid-air-gestures respectively.
Having a look at the sizes of the box plot (see Figure 3.7), the relatively small box plots

of touch and mid-air gesture suggest that they perform relatively reliable in terms of entry time,
whereas the gaze condition has a box plot, which is comparatively tall. This suggests that the entry
time varies greatly from minimum to maximum, thus making it more unreliable compared to the
other modalities.

A repeated measure ANOVA with Greenhouse-Geisser correction revealed that there was a
statistically significant difference of entry time between modalities, F(1.02, 17.41) = 83.05, p
< 0.001. Bonferroni-adjusted post-hoc analysis revealed a significant difference in Levenshtein
distance between all pairs:

• Touch and Mid-air gestures (p < 0.001),

• Touch and Gaze (p < 0.001),

• Mid-air gestures and Gaze (p < 0.001)

This means for cue-based authentication: touch modality is significantly faster than mid-air
gestures and gaze, and mid-air gesture is significantly faster than gaze.

3.3.4 NASA TLX

The NASA Task Load Index is an assessment tool in order to assess the perceived workload of a
user. The NASA TLX questionnaire consists of six different subscales: Mental Demand, Physical
Demand, Temporal Demand, Performance, Effort and Frustration. We used a non-weighted ver-
sion for the study. It also provided an overall score, which was calculated by the mean value of
all six subscale scores. The questionnaire had to be filled in after finishing a task, this means after
finishing each 16 authentication attempts. The summary of the results is depicted in Figure 3.8.

The touch-based authentication method performed best with the lowest subjective workload
in all six subscales with an overall score of 21.1 followed by mid-air gesture (score: 39.8) and
gaze (score: 48.5). A repeated measure ANOVA also revealed a significant difference in the
overall score between modalities, F(2, 38) = 20.1, p < 0.001. Post-hoc analysis using Bonferroni
correction showed that the differences between touch and mid-air gesture (p < 0.001), and between
touch and gaze (p < 0.001) were significant. No significant difference was found between mid-air
gesture and gaze (p = 0.37). For overview of comparison of the subscales, see Figure 3.8.

3.3.5 Qualitative Feedback

After completing all tasks, we asked participants to fill in a questionnaire about all three modalities.
For each one we provided a set of questions with 5-point Likert scale, which they could rate from
1 (strongly disagree) to 5 (strongly agree), and a set of questions with an open format. A short
interview was conducted, if there was sufficient time left in the end. The overall results can be
seen Figure 3.9

The evaluation of the results revealed that, all things considered, participants rated the touch
condition positively. As shown in Figure 3.9 they agreed or strongly agreed that, for instance,
touch-based input was easy, natural, pleasant and fast. They also would use it in public and feel
comfortable using it in public. The same answers were repeated again in the open questions
section. The majority especially emphasized that it was easy and fast to use, because it was
“similar to the old fashioned way” (participant P18) and similar to PIN entry or pattern lock on
mobile devices (P6). Furthermore, participants pointed out that it was secure (for example stated
from P1, P2, P8, P14, P17) due to the combination with the cues (P8). Participant 10 found the
touch modality novel and unnatural, but one can get used to the method quickly. On the downside,
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Figure 3.8: Results of the NASA TLX questionnaire for cue-based authentication. * means sig-
nificance of p < 0.05, ** means significance p < 0.01 and *** means significance of p < 0.001.

participants, did not like the touchscreen, because it needed a little more pressure for input to avoid
errors, otherwise the system would register an incorrect gesture and therefore an incorrect number.
For improvement participants suggested a change of colors after each entry (P13) and a feature “to
revert the last input” (P16).

Participants were skeptical about authenticating using mid-air gestures. On the one hand, they
reported advantages in terms of hygiene, because no touching was needed (P16). In addition
several participants pointed out that it was easy to use and also fast. But on the other hand, the
majority stated that using mid-air gestures was unnatural. When asked why, participants said
that performing the mid-air gestures involved too big and expansive movements (P4, P6, P14,
P15). Participant 5 stated that this “might draw attention, because it is not the common way
to enter PIN”. Some felt uncomfortable using the modality (P3, P5). They also reported that it
would make them feel “awkward” and “goofy” (P9), look “ridiculous” (P6), “strange”(P11) or
“stupid”(P16) in public. Another point was the interaction distance from user to authentication
display, which was too far and would require more space (P10, P11). These disadvantages led the
participants to disagree to use mid-air gestures in public (see Figure 3.9. But they saw potential
improvements, when smaller and more subtle gestures (P4, P5, P7, P11) were to be implemented
and if the interaction distance was lowered (P10).

Participants had a mix opinion on input using gaze. Because of long entry times (see 3.3.3)
the majority complained that the authentication process took too long. Participant 5 for example
reported that it was “time consuming” and that the “eye tracking needed much time”. Participant
10 stated that the long entry time also led him to doubt, if he was watching the correct number.
Some criticized the low accuracy of the eye tracker, which led to higher error rates (P6, P8, P13).
Several participants also stated that authenticating using gaze was exhausting and straining for the
eyes due to long entry times (for example P12). Participant 17, who wore contact lenses, reported
that the red colors were difficult to see and that staring too long made their eyes to water, which
made the eye tracking even harder. But they also saw benefits using the gaze modality. Several
participants mentioned that using gaze make them feel more safe and secure, because it is hard
to identify the PIN. They also liked the fact that no hands or some kind of physical activity was
need (P2, P10, P11, P14). However, the majority stated that the entry time has to be lower to be
accepted, so that they would use it in public and feel comfortable with it.
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Figure 3.9: Result of the 5-point Likert scale questions for cue-based authentication. Median of
20 participants. 1 means strongly disagree and 5 means strongly agree

As shown in Figure 3.10 participants rated touch-based input as the best. Mid-air gestures and
gaze are close to each other.
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Figure 3.10: Rating for the cue-based authentication methods

18



4 CLASSICAL AUTHENTICATION

(a) Touch input

(b) Mid-air gestures input (c) Gaze input

Figure 4.1: Traditional PIN entry via different input modalities

4 Classical Authentication

In this section the concept for classical authentication are explained, followed by a description of
the study and an evaluation of the results

4.1 Concept

Touch. Authentication on mobile devices or terminals in public spaces like ATMs still use classi-
cal PIN entry by touch, despite the fact that this authentication scheme is known to be susceptible
to side-channel attacks like shoulder-surfing [14], thermal attacks [1] or smudge [45].

For our study, users would touch the button containing the desired digit for PIN entry on the
situated display.

Mid-air Gestures. Previous work [43, 42] have investigated mid-air gestures-based interaction
with public displays including gestures like push or grab/grip.

In order to authenticate by mid-air gestures, participants have to wave their hand to move a
cursor on the screen. In order to select a number this cursor has to be on top of the desired digit.
If a number has been chosen, the user can either (1) push the hand forward or he can (2) make
a grab gesture by forming the hand into a fist and then releasing it again in order to enter the
number. Version (2) was used for the main study.

Gaze. Previous work by De Luca [13] used gaze-based interaction to make classical PIN entry
more secure, for example, against shoulder-surfing. For this thesis, we used the same concepts.

In order to select and enter a digit, the user has to look at the digit and fixate it for a certain
amount of time to indicate attention. After literature research [13] and by trying out several dwell
time values, we found 800 milliseconds optimal for our setup. After these 800 milliseconds the
system would respond by extending briefly the chosen button containing the digit to provide feed-
back for the user. Another feedback was provided by showing a cursor in form of a bubble, which
shows where the user is looking at (see Figure 4.2).

4.2 Implementation

The software implementation we used for classical authentication was written in C# and used the
implementation of the cue-based version as a basis. The graphical user interface (GUI) framework
for the creation of the buttons, labels, etc. was switched from Windows Forms to Windows Pre-
sentation Foundation (WPF). Documentations and code samples of both, the Windows SDK 2.0
for the Kinect One sensor and also the Tobii SDK for the Tobii Rex eye tracker, used WPF, which
uses XAML (eXtensible Application Markup Language) to describe the GUI.
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Figure 4.2: Depicts the cursor in form of a bubble.

Figure 4.3: Implementation for gaze using dwell time of 800ms.

The user interfaces for touch, mid-air gestures and gaze can be seen in Figure 4.1.

Touch. The user interface was modified to be able to click the buttons with the digits by
touch.

Mid-air Gestures. For the push gesture method, the SDK for the Kinect already provided a
built-in feature for this gesture in order to click a button. This was done by adding a "Kinect
Region" in the XAML file. Since the SDK did not provide a grab feature for clicking, we had to
implement it separately (see source code).

Gaze. The Tobii SDK provided a framework for the layout of the GUI, which used the Tobii eye
trackers as input. The dwell time was configurated by setting the properties in the XAML file. In
this case we set "GazeAwareDelay" - Property to a value of 800, which equals to a dwell time of
800 milliseconds (see Figure 4.3).
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4.3 Study

The second usability study took place between November 10th, 2017 and November 13th 2017 in
the same location as in the previous study. The aim was to rerun the experiment with a software
implementation adapted to classical authentication methods with similar conditions to gather data
for later comparison between both authentication modes.

4.3.1 Experimental Design

The experimental design is described in chapter 3.2.1. A repeated measure was used again for the
experiment to ensure comparability. Instead of cue-based methods, users had to perform all three
classical versions of the modalities touch, mid-air gestures and gaze in the second study.

4.3.2 Apparatus

The technical setup consisted of the same devices like in the cue-based authentication study (see
Figure 3.5). Only the software implementation was adjusted to the classical mode.

4.3.3 Participants

Twenty participants were recruited again through Facebook and mailing list services of the uni-
versity. Ten of them were female, nine were male and one other. The ages ranged from 18 to 35
years, with a mean of 23.7 and a standard deviation of 4.1. The body height of the participants was
between 156 cm and 196 cm (M =174.1 cm, SD = 9.5). Fourteen out of 20 did not use any eye-
sight corrections, the rest wore eye glasses or used contact lenses for vision correction. Participant
7 had strabismus or a slight eye misalignment of the right eye. When calibrating both eyes and
testing the gaze input condition, the system registered a high error rate in recognizing the correct
selected digits. After tweaking the system by only calibrating the left eye, the eye tracker selected
the intended numbers correctly and reliably. Out of the 20 subjects, 35% had no previous expe-
rience with motion sensors, 65% had already experience, for instance, through gaming consoles
like the Microsoft Xbox, Nintendo Wii or through other studies. When asked, if they had previous
experience with eye trackers, 65% answered with no, and 35% with yes, mainly through other
experiments. As compensation for participating in the 45-minute-long study, a 7.50 Euro Amazon
Voucher or course credits were granted for each subject.

4.3.4 Procedure

The procedure was similar to the experiment for cue-based authentication (see section 3.2.4 to
ensure comparability between cue-based and classical authentication methods. On arrival of the
participants, they were requested to sign a consent form. Next, the instructor chose a modality,
which was counterbalanced by Latin square (see table 3.1). He then opened the application and
explained it to the participant. Like in 3.2.4 the task was again to enter the PIN after a announcing
PIN through a speech API using the chosen modality. A training run of three to five authentication
attempts was granted, followed by the actual task of 16 PINs for each of the three modality. After
completing the 16 PINs, participants had to fill in a NASA TLX questionnaire. In case of mid-air
gestures and the gaze condition, participant could also try out the alternative implementations, but
these data points were excluded in the main analysis. Finally they had to fill in a last questionnaire
about the modalities and if there was sufficient time left, an interview was conducted.

4.3.5 Measures

We collected data for the same variables for cue-based authentication (see measures in 3.2.5).
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Figure 4.4: Success rate of classical authentication

Modality
Distance

1 2 3 4

Touch 67% 33% 0% 0%
Mid-air Gestures 62% 23% 10% 5%

Gaze 38% 38% 0% 24%

Table 4.1: Distribution of incorrect PIN entries for classical authentication. Levenshtein distance
is a measure to compare entered PIN to expected PIN, for example, expected PIN of "1234" and
entered PIN of "1134" (or "1324") results in a distance of 1 (or 2).

4.4 Limitations

During the study we faced another problem. Due to a bug in the software implementation, some-
times an entry of a digit was registered if the user looked at a number right before the announce-
ment was over, which could lead to a failed authentication attempt. Unable to fix the problem in
the software code, we asked the participants to look away right before the announcement ended
as a workaround. By that we could still collect valid data. Another minor bug was that following
two identical numbers, participants had look away or blink to enter the other digit.

4.5 Analysis and Results

In the following the results of the study are presented.

4.5.1 Successful Entry Rate

We collected data of 320 authentication attempts (20 participants with 16 attempts each) for each
modality, so in total 960 PIN entries for touch, mid-air gestures and gaze input together. The
touch condition only registered three failed attempts, whereas mid-air gesture and gaze had 39
and 21 failed authentication attempts respectively. As shown in Figure 4.4 Touch input was most
successful with a successful entry rate of 99%, followed by gaze with a success rate of 93%.
Mid-air gestures were not as successful as touch and gaze with 88%. Figure 4.4 shows the results.

4.5.2 Levenshtein Distance

As seen in Table 4.1 the large proportion of errors of the corresponding modality were only one
digit off for touch-based input with 67% and for Mid-air gestures with 62%. The percentage of
errors when using gaze were distributed in the distances 1 and 2 with 38% and 4 with 24%.

Greenhouse-Geisser correction was used, because Mauchly’s Test of Sphericity was violated.
A repeated measure ANOVA with Greenhouse-Geisser correction determined that there was a
statistically significant difference in Levenshtein distance between modalities, F(1.46, 27.81) =
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Figure 4.5: Box plot of entry time of classical authentication, *** means significance of p < 0.001

7.62, p = 0.005 < 0.01. Bonferroni-adjusted post-hoc analysis revealed a significant difference
in Levenshtein distance between the pairs Touch (M = 0.01, SD = 0.14) and Mid-air gestures (M
= 0.19, SD = 0.60) with p < 0.01, Touch and Gaze (M = 0.14, SD = 0.60) with p < 0.01. No
significant difference was found between Mid-air gestures and Gaze (p = 1.0).

4.5.3 Entry Time

The mean entry time for touch-based input was 1.3s (SD = 0.5), which was faster than gesture
with 5.3s (SD = 2.5) and gaze with 4.7s (SD = 1.5). Figure 4.5 shows that the data points of touch
are comparatively closer to each other than mid-air gesture or gaze.

A repeated measure ANOVA with Greenhouse-Geisser correction revealed that there was a
statistically significant difference of entry time between modalities, F(1.19, 21.43) = 113.04, p
< 0.001. Bonferroni-adjusted post-hoc analysis revealed a significant difference in Levenshtein
distance for:

• Touch and Mid-air gestures (p < 0.001),

• Touch and Gaze (p < 0.001).

No significant difference was found for Mid-air gestures and Gaze (p = 0.11)
For classical authentication, touch performed significantly faster than mid-air gesture and

faster than gaze. Mid-air gesture and gaze performed similar in terms of entry time.

4.5.4 NASA TLX

Figure 4.6 shows the results of the NASA TLX questionnaire. The touch-based input method had
with the lowest subjective workload in all six subscales with an overall score of 19.9 followed by
mid-air gesture (score: 50.0) and gaze (score: 41.9). A repeated measure ANOVA also revealed a
significant difference in the overall score between modalities, F(2, 38) = 26.6, p < 0.001. Pairwise
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Figure 4.6: Results of the NASA TLX questionnaire for classical authentication. * means signifi-
cance of p < 0.05, ** means significance p < 0.01 and *** means significance of p < 0.001.

comparison with Bonferroni correction showed significant differences between touch and mid-air
gesture (p < 0.001), and between touch and gaze (p < 0.001). No significant difference existed
between mid-air gesture and gaze in the overall score (p = 0.45). For overview comparison of the
subscales, see Figure 4.6.

4.5.5 Qualitative Feedback

The results of the feedback can be seen in Figure 4.7.
The majority of the participants agreed or strongly agreed that authenticating using classical

touch was easy, natural, pleasant, fast and not error-prone. One of the reason for this rating was
the familiarity with touch-based click input. Participant 1, for instance, reported that it works fast
and that they are accustomed through daily use of classical touch input. Participant 15 added that
this was the previous practice and that he felt quite confident using this modality. It was also
reliable to use (P5, P8). But there were concerns about the security. Many stated the problem of
authenticating using touch was more likely to be exposed to shoulder-surfing (for example P1, P2,
P9) or by leaving fingerprints on the touchscreen (P8).

The score for authentication via mid-air gestures in Figure 4.7 showed a tendency that users
were skeptical about using this modality in public. The majority disagreed that it was easy, natural,
pleasant or fast. Participants liked the hygienic aspect of not needing to touch anything (P2,
P3, P17). But similar to the cue-based version, many complained about the expansive and big
movements needed to enter a number. This would lead to several downsides: Performing the
authentication in public would make them feel awkward (P2) or stupid (P9). Some said it was
very conspicuous and therefore would possibly draw attention from nearby people (P10). They
also reported that it was very difficult to perform and to move the cursor on the display (P5, P14).
Participant 5 also had the feeling he did not have control and so made many mistakes, making
it not working reliable enough (P8). For some, another problem was that entering a number was
relatively slow and that everybody could see what users were typing (P7, P8, P19). Also using
mid-air gestures were physically demanding and exhausting (P10, P11, P12). As seen on the
ratings 4.5 participants would neither use mid-air gestures in public nor feel comfortable in public
with the aforementioned problems.
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Figure 4.7: Result of the 5-point Likert scale questions for classical authentication. median of 20
participants. 1 means strongly disagree and 5 means strongly agree

There were few downsides using gaze-based input. On the one hand, some participants re-
ported that using the gaze trace feature of the Tobii SDK in form of a bubble as feedback was
sometimes irritating, confusing and some did not like it at all (P9, P15, P17, P18). This irritation
became worse, when eyes were not calibrated correctly. The bubble would have an additional
offset to where one was looking at. Participants then would try to look at the bubble, which caused
the bubble to move further away. Participant 17 did not like the bubble during the announcement
of the PIN, but also said that it was helpful in entering the PIN. Participant 9 also stated that with-
out gaze trace feedback, it felt more natural, because you were not trying to move the cursor, but
the eyes could move between the numbers comfortably. Besides, due to a bug in the software
implementation, participant had to look away from the numbers right before the announcement
of the PIN ended. This had an impact on the user experience. Several participants stated that
they were bothered about not being able to look around the PIN numbers and being required to
watch out what they were looking at (P4, P6, P7, P11, P12, P15). This problem is also known as
Midas Touch problem. On the other hand, there were aspects that users like about gaze-based in-
put. Several participants liked the aspect of additional protection of privacy and protection against
shoulder-surfing. It was more difficult to track eye movements (P1), but with the bubble it was
easier to detect, what the user was entering (P3). Furthermore there were no fingerprints (P8).
Authenticating using gaze was convenient and did not require much physical demand (P15, P17,
P19). There were also no conspicuous movements that would draw attention from nearby people
(P3). If we look at the ratings of the 5-point Likert scale questions 4.7, we can see that the major-
ity agreed that authenticating using gaze was easy, pleasant and fast and strongly agreed that they
would use it in public and would feel comfortable using it in public.

As shown in Figure 3.10 participants rated touch-based input as best, followed by gaze and
then mid-air gestures.
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Figure 4.8: Rating for the classical authentication methods.
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Figure 5.1: Entry time of cue-based and classical authentication

5 Comparison of Cue-based and Classical Authentication

In this section, we compare cue-based authentication methods with classical authentication meth-
ods and report the results.

5.1 Levenshtein Distance

Mixed ANOVA revealed that there was no statistically significant interaction between modality
and mode in Levenshtein distance, Greenhouse-Geisser F(1.54, 55.26) = 0.24, p = 0.73. But
there was significant main effect for modality in Levensthein distance, Greenhouse-Geisser F(1.54,
55.26) = 11.75, p < 0.001. There was a significant main effect for mode, meaning that the modes
differed significantly, F(1, 36) = 7.87, p = 0.008 < 0.01. A oneway ANOVA test showed that the
Levenshtein distance of cue-based touch (M = 0.38) was significantly higher than classical touch
(M = 0.13) (p < 0.01). No significant difference was found for cue-based mid-air gestures (M
= 0.81) and classical mid-air gestures (M = 0.60) (p = 0.14), or cue-based gaze (M = 0.54) and
classical gaze (M = 0.14) (p = 0.08).

5.2 Entry Time

Mixed ANOVA revealed that there was a statistically significant interaction between modality
and mode for entry time, Greenhouse-Geisser F(1.06, 36.98) = 76.47, p < 0.001. Also there
was a significant main effect for mode for entry time, meaning that modes differed significantly,
F(1, 935) = 135.66, p < .001, One way ANOVA showed that cue-based touch (M = 3.7s) was
significantly slower than classical touch (M=1.3s) (p < 0.001), also cue-based gaze (M = 26.3s)
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Figure 5.2: Results of the NASA TLX questionnaire. * means significance of p < 0.05, ** means
significance p < 0.01 and *** means significance of p < 0.001. Only the significant difference of
between-subjects factor mode is depicted

was significantly slower than classical gaze (M = 4.7)(p < 0.001). No significant difference in
entry time was found for cue-based mid-air gestures (M = 5.5s) and classical mid-air gestures(M
= 5.3s)(p = 0.78).

5.3 NASA TLX

The results for the subscales are depicted in Figure 5.2.
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6 Discussion

The results of the analysis and the feedback of the participants show that cue-based authentication
via touch gestures using SwiPIN is a viable alternative to classical PIN-entry in terms of usability
and was positively perceived by participants. Cue-based touch was considered as easy, natural,
fast and less error-prone. Also the migration from mobile device to situated display does not seem
to have a negative impact on the performance. If anything, the mean entry time of 3.73 seconds
measured in the study is nearly the same as the reported value of 3.7 seconds by von Zezschwitz
et al. [40]. Maybe, this can also be applied to other cue-based authentication schemes.

PIN entry via gaze using Pursuit is not viable yet due to long entry times. The mean entry (M
= 26.3) is five times higher than using gaze with dwell time(M = 4.7), and is 20 times higher than
classical touch (M = 1.3). A field study of ATM use by De Luca et al. [12] showed that the average
time spend on ATMs are 54.9s (about 2 seconds for PIN-entry), which means that authentication
schemes with significantly slower authentication times are less likely to be accepted by the user.
Since cue-based authentication relies on constant movement of objects, it becomes straining for
the eyes resulting in worsened focus on the stimuli. A reason for the poor performance could be
the trajectories used in the implementation. As Vidal et al. [39] reported Pursuit uses Pearson’s
product-moment correlation to calculate a coefficient (from 0 to 1), which determines how similar
the trajectory of the eyes compared to the trajectory of the objects. Therefore the correlation
coefficient for each of those objects has to be significantly different in order to distinguish the
stimuli accurately. Cymek et al. [10] used only linear trajectories limited to horizontal or vertical
direction and yielded good performance. A field study by Khamis et al. [22] made the observation
that the selection time of Pursuits using linear trajectories were significantly faster than circular
trajectories. During our study, we could confirm this observation and also noticed, that there were
differences in the selection time between linear, circular and sinusoidal trajectories. We observed
that especially the sinusoidal were difficult to detect. The finding is that the choice of trajectory
could have a huge impact on the selection time.

On the other hand, gaze-based authentication by fixation with dwell time yielded in much
better entry times and less error rates than Pursuits. However it poses other challenges. We made
the observation that participants tried to remember their PIN code by looking at the PIN pad,
which led sometimes to unwanted PIN entries, if the eyes are staring at the digits longer than the
dwell time value. Furthermore, participants could made unintended selections shortly before the
announcement of the numbers ended. Since the study already started and we did not have time to
fix this bug, we hoped to fix the problem by telling them not to look at the PIN pad shortly before
the announcement ended. Some did not look at the pads at all during the announcement. Asking
why, they said that they would forget it otherwise to look away. But this made it more difficult
for the user to remember the PIN, because the pad also acted for some as a reminder. One way to
solve or minimize the Midas Touch problem is to increase the dwell time needed for the selection
for the cost of worse performance. Proposed by Penkar et al. [35], another solution is to redesign
the buttons. They recommend placing the labels, in our case the digits, outside the buttons. By
this, users would be able to watch the digits without worrying to trigger the buttons. Penkar’s
observation was a significantly improvement of the Midas Touch problem with accidental clicks.

For gaze-based input we used a cursor in form of a bubble as a feedback in order to have sim-
ilar conditions between mid-air gestures and gaze for classical authentication. The results of the
interviews indicate, that users do not need feedback to guide the users gaze. On the contrary, some
of the participants felt irritated and distracted by the cursor, and even worsened their experience,
when the eye tracker was not calibrated well. We also let the participant try out gaze input with-
out the cursor (about ten attempts per participant). We logged the data but did not use it for the
main evaluation. Their response was that it felt more natural without cursor. Some would prefer it
without the cursor if the system works reliable. Also it seems, that there was little to no difference
between cursor (M = 4.7s) and no cursor (M = 4.8s). In the classical mid-air hand gestures condi-
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tion, users do not know where to move the hands to select a button. As stated by Walter et al. [42],
most of the time mid-air interaction techniques require visual feedback to represent the user. Also,
a visual feedback in form of a cursor can help the user to guide their hand to the buttons so that
they can click the button by grab or push. With the gaze condition on the other hand, users do not
need guidance for their eyes, they already know where to look at and the click action is performed
by dwelling.

A disadvantage of gaze by fixation is the requirement of calibration, which takes more time
for authentication process and therefore is less convenient for the use in public. However, gaze
using smooth pursuit eye movements is calibration-free. But during the study, we also noticed that
for gaze using Pursuits the recognition for non-linear trajectories were better with calibration.

Unlike touch-based input, authentication by mid-air gestures or gaze does not need physical
contact between user and the display. This is useful, for example, for hygienic reasons or if there
is a barrier between user and public display.

Interestingly, cue-based mid-air gestures is more secure than classical mid-air gestures, but
there were no significant differences in entry time. But the results of the questionnaire and the
interview show, that participants are skeptical using mid-air gestures in public. They argued that
by performing expansive movements would attract attention from nearby people, thus feeling
uncomfortable. When we asked them if they try to enter their PIN as discreetly as possible at
ATMs, 82% of them agreed or strongly agreed. This lack of privacy and embarrassment would
result in less acceptance to use mid-air gestures in public. Several participants suggested to use
more subtle gestures, for example, just using the finger tips to avoid expansive movements.
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7 Future Work

Further investigation. During our study, we could observe differences in selection times for
different stimuli for cue-based gaze. An interesting research question would be how much impact
the choice of certain trajectories has on gaze-based authentication using Pursuit. For our work,
we used linear and non-linear trajectories including circular and sinusoidal movements. With the
camera footage of the screen and the PIN entry logs, we can reconstruct and map each digit with
its trajectories and its needed selection time. Then we would compare them in how much they
differentiate from each other in terms of performance in the aspect like accuracy and selection
time. In addition, we could elaborate other possible trajectories and also examine the optimal size
of the moving objects with varying movement speed. Another approach would be to reduce the
number of cues and therefore the trajectories used at a time. This would increase the accuracy,
because the trajectories can be distinguished better.

Comparison of Multimodal Approaches. This work only focused on comparing each modality
on its own. But it would be also interesting to compare multimodal authentication schemes by
using a combination of touch-, mid-air gestures- and gaze-based input. The combination of touch
and mid-air gestures was investigated, for example, by Müller et al. with MirrorTouch [32].
Previous work also explored touch and gaze, for instance gaze-touch [36] or GazeTouchPass
[23]. Khamis et al. reported that by using the authentication scheme GazeTouchPass, it was
significantly more secure than using only touch or only gaze against shoulder-surfing, but is
still usable. Like SwiPIN we could also port GazeTouchPass, which was introduced for mobile
devices, to situated displays. Arcade+ by Velloso et al. [38] used multimodal input for interaction
for their arcade game machine, including the combination mid-air gestures and gaze. For our
purpose of authentication, we could, for example, use gaze to select an object and a push gesture
to confirm the selection. Results of Chatterjee et al. [8] indicate, that the combination of gaze and
gesture can be faster than single-modal approach for certain interactions.

Improving the modalities. For the cue-based touch, participants suggested to not only change
the arrow symbols after each digit entry, but also assign randomly the colors to the buttons con-
taining the digits. In theory, this would make it more robust against shoulder-surfing. Based on
the feedback by participants, we could improve, for instance, cue-based mid-air gestures input.
The majority found that using large movements would attract too much attention in public. An
approach to solve this problem of embarrassment is the use of just the finger tips instead of track-
ing the whole hand or wrist joints. Lekova et al. [26], for example, proposed a solution for finger
tracking and hand gestures recognition using the Kinect v2 sensor. For instance, we could use the
index finger tip to perform swipe gestures similar to SwiPIN. Instead of touching the screen, we
would then perform the gesture mid-air.

The Midas Touch problem for gaze-based input by fixation can be solved by placing the con-
tent of the buttons outside the triggering area, which proved to be very effective according to [35].

Another improvement suggested by participants would be to implement an undo feature.
Khamis et al. [25] reported that when interacting with public displays users are willing to
correct system errors, if the correction is fast. In theory, an undo button should enhance the user
experience since most of the errors are only one or two digits of the expected one.

Study with real-world scenario. Our study was conducted in the lab, in a controlled environ-
ment, where participants could ask questions if they had problems. The instructor also corrected
them, if they performed the modality wrong. But it would also be interesting to investigate, how
the different authentication systems perform in a real-world scenario. An interesting research
questions would be: How do participants get along with the modalities, if no or little instructions
are available? The instructions, for example, could be integrated into the user interface of the
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modalities. When authenticating in public like on ATMs, user would already know their PIN code.
In our study by announcing the code verbally through a speech API, we noticed that participants
would forget the PIN code or sometimes switch two digits, resulting in higher mental demand.
Some reported in the interview, that they felt frustrated after several mistakes. A proposal for a
solution would be to replace the verbal announcement by showing the PIN code on the screen
before an authentication attempt or showing it constantly in a corner of the screen. For the field
study participants would try out all input modalities. The preferred one would be examined by
letting the user choose the authentication method.

Security Study. For this thesis we only conducted a usability studies. But to compare authentica-
tion methods it is also important to evaluate aspects like security in detail by another study, that
focuses on the security aspects. During the study, we also recorded the sessions with two cameras,
one filmed the participants’ execution of the modalities sideways from behind the participants,
and the other camera filmed in front of the participants. For gaze-based authentication we could
record the eye movements of the user and also the display at the same time, and for mid-air
gestures we could record the screen and the execution from behind at the side in directly in front
of him. With these video materials, we could construct a threat scenario for the security study. In
this study we would simulate a shoulder surfing attack. Participants would have to observe the
user by watching the video and try to guess what PIN had been entered. We could then evaluate
how secure the authentication schemes are by evaluating, for instance, the success rates of the
guesses.
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8 Conclusion

In this work, authentication schemes via different input modalities for public displays were evalu-
ated. We have compared cue-based authentication methods via touch, mid-air gestures and gaze,
classical authentication methods via aforementioned input modalities and also the two authentica-
tion schemes with each other.

The results indicate that cue-based touch input is significantly slower than traditional PIN-
entry (3.7s vs 1.3s) and has lower success rates (93% vs 99%), but is still better than the other
presented modalities, which use mid-air gestures or gaze. Participants reported that using SwiPIN
is fast, easy and secure. We showed that the cue-based authentication scheme SwiPIN, which was
originally developed for mobile devices, can also be ported to public situated displays with little
to no difference in performance. It is conceivably that other authentication schemes for mobile
devices can be migrated for public situated displays with similar performance.

Cue-based mid-air gestures are more secure than classical mid-air gestures. Both have similar
performance. But the results of both study also show that there is a low acceptance for authentica-
tion by mid-air gestures in public due to the fact that it is embarrassing. Expansive and big hand
gesture movements will attract attention from people in the vicinity, thus resulting in less privacy.

Authentication via eye-based input using Pursuit is not viable yet due to high entry times.
We noticed that selection times vary by the use of trajectories. First observation show that linear
trajectories perform best, followed by circular and then sinusoidal trajectories. An alternative to
Pursuit can be fixation with a dwell time. It performed better with lower entry times and lower
error rates. However, current implementation is affected by Midas Touch problem. But we are
confident that by changing the thus resulting in a better user experience.

During both studies we face several problems and challenges, which can be subject to further
research.

Every modality has its advantages and disadvantages. This thesis gives an overview over the
aforementioned modalities and can hopefully help in choosing the optimal modalities.
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